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Chapter One:  Introduction and Rationale 

1.1 Introduction 

Wireless sensor networks have become prevalent both in research and 

applications. These networks, being composed of a large number of cheaply produced, 

low powered devices, gather small samples of data from different locations, using such 

data for analysis or to trigger alarm conditions. The devices that comprise the vast 

majority of the network are known as sensors due to the fact that their primary function is 

to sense local environmental data. However, the value of this data comes not just from 

simply analyzing it collectively for statistical purposes, but from analyzing it relative to 

the location distribution it represents. The data collected from a WSN is at least two-

dimensional in that there is always position information associated with the sensed 

information. While the technology of sensing information has been well-studied, a 

challenge still remains in accurately and precisely locating the sensors.  

 Larger, more complex, more powerful devices can utilize technologies like GPS 

in order to identify locations. In many WSNs, however, the majority of the sensor devices 

do not have the „capacity‟ to include such technologies. Thus, it is necessary to use other 
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means to locate sensors. While many methods are available, few of them produce 

feasible, reliable, and consistent results worthy of pairing with the gathered data. This 

problem is more complex than it might initially seem to be. Locating small, somewhat 

randomly distributed devices containing simple technologies and limited power supplies, 

requires overcoming many obstacles including communication range, measurement error, 

cascaded error, and power limitations, just to name a few. The contributions of this 

research are aimed at addressing these issues and others inherent to localization of WSNs. 

 The primary contributions focus on methods of analysis and modeling that 

practically take into account many of the real-world challenges associated with WSN 

localization. Preliminary distance measurements containing unknown, random quantities 

of error are derived from beacon signals sent from two mobile beacons based on the 

received signal strengths (RSS) of the beacons at the sensors. Particular emphasis is given 

to the bounding, minimization, and even utilization of associated errors in order to 

provide precise and accurate localization capabilities, while meeting rigid problem 

constraints. Unlike other methods previously published, this research seeks to avoid 

making unrealistic assumptions, providing factual, methodical, and mathematically-sound 

approaches based on long-accepted principles and refined models. One of the core 

premises of this research is the principle of utilization of all applicable, measurable facets 
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of the localization problem, including error modeling, through careful modeling. These 

contributions should provide not only usable methods of localization for problems 

meeting the assumptions of this research, but a solid foundation on which to build new 

methods that have different structures and differing assumptions. A series of models and 

corresponding methods are presented, each building on the previous one and providing 

increased precision of localization. Both single-dimensional and two-dimensional 

concepts and models are presented with extension into three dimensions models left as 

future research. The rough methods presented first provide primitive means of 

understanding and modeling the localization problem. These methods are simple, fast, 

and effective, though imprecise. The bounded-magnitude method utilizes known factors 

and modeling constraints to place the sensor within a certain range of the beacons. The 

bounded-error method takes an additional step in modeling the error present in the 

measured readings to further increase the precision in an incremental, algorithmic 

approach. Last, the bounded-angle method takes a slightly-different approach in 

recognizing that in multiple dimensions, there are two unknown factors in localization: 

distance and direction. Each of these methods forms the foundation for modeling and 

localization to minimize assumptions and increase precision while maintaining accuracy 

and integrity.  
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1.2 Summary of Contributions 

The novel approach in this dissertation relates to utilizing error modeling and 

analysis to augment the modeling of a localization system. This contributes to new 

understanding and means of utilizing error prediction as a supplement to system 

accuracy, rather than tolerated inaccuracy. The methods presented herein attempt to 

utilize factors that are frequently ignored in other works, aiming at deriving  methods and 

an overall ideology of attempting to transform “negative” factors, such as error, into 

beneficial and usable results. The RSS-based, anchor-based, mobile beacon approach to 

localization utilized in this work provides a backdrop of a typical, usable scenario for 

WSN localization in order to ensure the practical applicability and realism of the 

proposed methods and subsequent simulation results. These methods presented herein are 

backed by many simulated trials that illustrate the effectiveness and expected 

performance of the methods along with detailed error analyses that show how the 

modeled error is used for bounding sensor locations.  

There are three classes of methods presented in this dissertation. The first class is 

that of rough, approximation methods used to estimate sensor position quickly and 

simply with a relatively low degree of accuracy and precision. The second class is that of 

error-bounding methods that utilize knowledge of the estimated error within the system to 

iteratively increase the precision with which each sensor is localized. The third class is 

that of angle-bounding methods that build upon the previously-discussed error-bounding 

methods by extending the concept from componentized, single-dimensional quantities to 

radial factors. 
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There are many advantages over existing methods. Many of the existing methods 

make broad, unrealistic, and unqualified assumptions that do not warrant or allow real 

application. Often, there is an assumption that the distance between sensor nodes and 

beacons is known. This is a fallacy as sensor deployment is often imprecise. This leads to 

questioning the use of static anchors at all as it can be difficult to predict the number and 

proper placement of such anchors for localization purposes. Another common assumption 

is related to self-localization methods that assume temporal isolation of error. These 

methods fail to account for ripples in error caused by inexact or outright erroneous 

localizations in a way that could affect the usefulness of the entire network. One of the 

most egregious assumptions is the lack of inclusion of any account for error in 

localization efforts. These systems make broad and improbable assumptions of perfect 

measurements. A few works even assume sensor locations and then prove the correctness 

of those locations using this assumption. This is a type of “catch 22” methodology that is 

completely inapplicable. The work presented herein proposes methods and uses 

approaches that attempt to state reasonable assumptions and experimentally determine the 

effectiveness of true localization scenarios. 

The primary foreseen limitations of this research are the lack of substantive, 

comparative efforts in existing works and the sample error-modeling choices utilized for 

demonstration of cases-in-point throughout this work. While we believe that there is 

generalizable potential of the methods and ideology presented within this work along 

with direct application of the methods herein to the localization problem at hand, it 

should be noted that unknown and unrealized factors may limit the generalizability of 
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these methods when more-complex and non-linear models are utilized. The fundamental 

assumptions of certain error characteristics, such as upper-limit bounding and 

randomness distribution, may require that further research and testing be performed to 

ensure applicability and effectiveness in different situations and cases. The overall 

efficacy and efforts of the methodologies and ideology presented in this work are 

dependent on the ability to establish relationships between system operational models and 

error models and utilize as many known and quantifiable factors as possible to augment 

system predictability. Limitations in the current state-of-the-art RSS modeling 

methodologies provide both motivations and limitations to this research. 

1.3 Dissertation Outline 

This dissertation is divided into six progressive sections that fully describe the 

problem being analyzed, solutions designed, tests considered, results obtained, analyses 

made, conclusions drawn, and indications of future directions that could be taken to 

improve and expand upon the efforts undertaken. The first chapter provides an 

introduction to the topic at hand along with the rationale for its choosing and subsequent 

approaches. It introduces the research efforts undertaken, recent developments from such 

research corresponding to the topic, and the reasoning for the design choices and 

approaches taken and the means of their execution. The second chapter provides an 

extensive, detailed review of existing efforts and works related to the topic at hand. It 

provides a thorough discussion of these materials to provide a deep and thorough 

understanding of the nature of the environment of the topic and the reasoning behind its 

challenge. This body of information leads to chapter three, which outlines the nature and 
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concerns of the problem at hand to provide a framework for the solutions to be presented. 

This chapter focuses upon the specific nature and aspects of the localization problem as it 

pertains to wireless sensor networks and clearly defines the assumptions and the reasons 

for their existence within this dissertation along with the potential pitfalls associated with 

such assumptions and how this dissertation addresses them in a direction uncommon to 

other existing works. With the problem clearly stated, chapter four proposes the methods 

of solutions for the problem in increasing dimensional spaces. The described methods 

were incrementally-designed for this dissertation and are presented in such fashion to 

illustrate the layered improvements they collectively-demonstrate as each method 

improves upon its predecessor with the first methods discussed being based on 

fundamental mathematical and physical concepts and the findings and shortcomings of 

existing works. With the designed methods fully described, chapter five of this 

dissertation discusses the simulation that was designed to prove the concepts of the 

designed methods based upon the problem statement and assumptions previously 

detailed. It describes the design, operation, and gathered results of the simulation 

software. This software was specifically designed to exercise and characterize the 

proposed methods in an even-handed, unbiased manner to provide conclusive, fair 

measurements as might be made in real-world measurements. Having gathered such 

measurements, chapter six discusses the detailed analyses and conclusions drawn from 

the simulation results to fairly and accurately ascertain the viability of the proposed 

methods and indicate the nature and shortcomings of such methods from a practical 

perspective of hindsight. The conclusions and directions discussed to conclude this 
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dissertation should provide indicatively the benefits, applications, and potential areas of 

expansion of the principles, methods, and designs discussed as a guide to those seeking 

direct application or future development. 
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Chapter Two:  Background and Literature Review 

In order to understand the nature of this research, it is important to review related 

work. There are three main contextual areas of focus in this research: wireless sensor 

networks, localization, and error-modeling. While the primary focus of the research is in 

the area of localization, important consideration needs to be given to the other two areas. 

2.1 Wireless Sensor Networks  

 Wireless sensor networks (WSNs) are a type of ad-hoc network in which small 

devices containing environment-sensing hardware and wireless communication devices 

are the primary structural component [1]. These sensors are deployed over a relatively 

large area in hopes of gathering a topological collection of information containing many 

small samples. There are many important applications for WSNs, including geological 

data gathering, construction, and military applications [2]. The sensors are commonly 

referred to as nodes, or regular nodes, and may be as many as a million in number or 

more. Because these sensors are incredibly small, light-weight, low-powered, and 

cheaply-produced, their useful life spans and operational flexibilities are incredibly 

limited [3]. Their communication ranges and battery lives are amongst their most primary 

limitations [4]. As such, data gathering efforts, quantities of communication, and on-bard 

processing must be carefully planned and budgeted. 

Wireless sensor networks often have unbalanced assignments of processing and data-

gathering responsibilities [5]. Because the sensors have limited capability and are focused 
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on very specific data gathering activities, it is necessary to provide support for the 

massive number of sensors in terms of data recovery and eventual processing. This 

involves providing data recovery mechanisms that can be positioned within the 

communication range of the sensors, which is a challenging task given the large number 

of sensors and the potentially massive deployment area over which the sensors are 

deployed. Many schemes have been derived for accomplishment of this task, including 

deployment of higher-powered support nodes, sometimes called cluster heads, and 

complex algorithmic approaches involving dynamic sensor behavior and delegation of 

responsibilities. The method of solving the communication problem often leads to 

classifying a particular network based on its communication organization and 

infrastructure. 

The classification of WSNs as ad-hoc networks comes from the fact that nodes are 

often deployed from a long range with little control over the precision of their eventual 

deployment locations. Due to their small size and simplicity, the sensors have no 

controllable mobility. The means of deployment, lack of mobility control, and incredibly-

limited communication range of the sensors provide a challenge of locating the sensors 

once they have been deployed, a process known as localization, which is discussed in 

detail in the next section [2, 6, 7]. 

2.2 Localization 

Once a collection of sensors has been deployed, the primary challenge being 

faced is the ability to locate those sensors. Knowing the location of the sensors is 

important for two critical reasons. At first, the location at which a sensor's data is 
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gathered is one of the primary pieces of information desired for data analysis purposes. 

Indeed, a collection of sensor network data without location information would be nearly 

worthless. This is because the geographic topology of the information is as important as 

the individual pieces of information themselves [6]. 

The second critical reason involves the fact that in order to have any data to 

analyze at all, it is necessary to „recover‟ the data from the sensors. This involves 

transmission of data from individual sensors, a costly and complex effort based on the 

sensors' limited battery lives, limited communication ranges, and large deployment area. 

It might be necessary to position a data recovery device within less than a few meters of 

any given sensor in order to recover its gathered data! Due to the small size of the sensor 

devices, automated means of locating the sensors via detailed imaging or simple 

estimation have been proven difficult. This is especially true when sensors are obstructed 

by other objects or contained within other objects. When it is important to know where a 

sensor is located to a precision of a few centimeters or less, the precision of the means of 

locating sensors becomes quite important. In this section, we will first discuss the nature 

of localization, including its structure and challenges. This will be followed by a 

discussion of some of the technological approaches towards localization with particular 

emphasis on those utilized by this research [6, 8, 9]. 

2.2.1 Nature of Localization 

Localization is the process of given locality to a physical entity. In any discussion 

of location, it is important to note the universal fact that the location of something is an 

entirely relative matter. It is fundamentally impossible to give location to anything 
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without reference to the location of something else! This makes location a problem of 

relationship. Often, it is the likelihood of two subjects in some characteristic that places 

them “locally” with one another relative to other subjects that are not as like in 

characteristic. For purposes of geographic location, the primary reference object is that of 

the Earth itself. The characteristic of concern is that of a physical point on the Earth's 

surface, making the relationship of concern one of physical distance from that point. 

Thus, localization here involves the use of known points and translation of distance to 

match those points. 

The surface of the Earth, while having distinguishing characteristics, does not 

provide regular, predictable points from which to reference, especially when the scale of 

reference needs to be rather small, as is the case with sensor nodes. Furthermore, in order 

to locate a sensor, either the sensor's position must be already known or the distance from 

a point of known location must be found. Adding to this challenge is that it is often 

necessary to receive some type of wireless communication from a sensor in order to 

attempt any kind of distance measurement. For reasons discussed earlier, simply 

detecting light from a sensor, a process known as imaging, often lacks the precision and 

suitability needed for many applications. Thus, an invisible detection method is 

necessary. 

The simplest and most fundamental approach to this method is that of asking a 

sensor to respond to a simple query in order to know of its presence and attempt to 

determine its location based on the properties of the communication medium. The query 

is often known as a beacon with the transmitter of such a beacon being known as an 
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anchor. This is similar to the popular children's game “Marco Polo” in which the medium 

of sound wave traversal through air is the means of communication and the loudness and 

directional information contained within received sounds is used to locate other players. 

When one player shouts “Marco!”, the other players respond with “Polo!”. This is a 

classic example of beacon/response localization. 

Given a beacon system in a particular medium, the processes of locating a sensor 

node requires mathematically processing the communication information within the 

medium in order to accurately and precisely locate the sensor. This mathematical 

processing is often known as trilateration; involving the solution of several related 

equations based on multiple known locations (usually three) and distance measurements 

from those known locations to the unknown sensor location. The accuracy of the 

localization is proportional to the number of known points with a certain minimum 

number of known points being necessary to obtain any results at all. The primary reason 

for using three points is to overcome the reflective problem of using only two where it 

may be impossible to know on which side of the shared axis of the two points a sensor 

may be located. Trilateration in three dimensions adds another degree of freedom of 

location than in two dimensions, though the principle and approach still remains the 

same. Later in this research, many aspects of the mathematics involved with trilateration 

and its close relative, triangulation, will be discussed in great detail. 

Even with an established medium and calculation method for distance 

measurement, the challenge of the breadth of possible localization must be addressed. 

Due to the small size and capabilities of a sensor, the proximate distance of a known 
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point from the sensor is proportional to the scale in which the sensor operates, which is 

likely only a few meters. Thus, even if adequate known points were available as 

distributed throughout the field of deployment, the deployment and management of such 

known-point devices would create a problem on the scale of the sensor localization 

problem itself. Unless a complex and potentially-fragile hierarchical location scheme is 

desired in which locating a sensor involves multiple distance-measurement “hops” from 

lower-powered devices to higher-powered devices, it might be suggested that a mobile 

system be utilized to perform beacon transmission and response gathering. Indeed, such a 

mobile beacon system is utilized in the methods of this research. To understand such 

systems, further discussion of the technological aspects of approaching the localization 

problem is discussed. 

2.2.2 Related Technologies and Existing Approaches 

There are many existing technologies and a variety of approaches in the field of 

WSNs regarding localization [6, 9, 10, 11, 12, 13, 14, 15]. This Section outlines some of 

the distinctions in approaches and classifications of the different technologies and 

conceptual approaches and discusses the purposes and some of the limitations concerning 

them. It should be noted that the application of many of the technologies and approaches 

herein is heavily dependent upon the specific application requirements and nature of the 

environment of deployment [2]. It would be imprudent to classify any approach or 

particular technology as strictly advantageous, though it can be noted that a clear 

understanding of system usage, parameters, and goals will likely indicate certain means 

more readily than others. 
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2.2.2.1 Global Positioning Systems (GPSs) 

Of the many approaches to localization, by far one of the most accurate and 

ubiquitous is the GPS. These systems utilize geo-stationary satellites in order to 

accurately trilaterate the position of a GPS-enabled device [16]. They are so central to 

most localization schemes that even if they are not utilized at the lower levels of a 

localization scheme, such as the nodes in a WSN, they are often utilized at the highest 

level, such as locating the network as-a-whole relative to the global coordinate system. 

GPS satellites provide the de facto points of reference for most localization hierarchies 

[17]. 

2.2.2.2 Algorithms 

There are many classifications of algorithmic approaches as shown in Figure 2.1. 

These often depend on the specific structure and configuration of the WSN being 

localized. Furthermore, a single algorithm can be related to more than one classification 

[6, 18]. 
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Figure 2.2-1 Wireless Sensor Network Algorithms 

 

2.2.2.2.1 Range-Based/Range-Free 

Range-based algorithms [6, 19, 20, 21, 22, 23, 24, 25] are based on the 

assumption that the absolute distance between a sensor nodes and an anchor can be 

measured using distance and/or angle information related to the beacon. Some of these 

types of information include: time of arrival (ToA), time difference of arrival (TDoA), 

received signal strength (RSS), and angle of arrival (AOA). This information is usually 

paired with one more computation methods, such as maximum likelihood, trilateration, 

multi-trilateration, or triangulation, to determine the position of each sensor node. One 

advantage of this type  
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Figure 2.2-2 Range-Free vs Range-Based 
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of localization algorithm is its high precision and accuracy while utilizing relatively few 

anchors. One disadvantage is the added cost of additional hardware needing to each 

sensor for ranging purposes. Another clear disadvantage is the sensitivity of results to 

noise and obstruction of line of sight (LoS). 

Time-of-arrival (ToA) and time difference of arrival (TDoA) utilize the fact that 

the distance between a sensor node and an anchor can be determined by the time of flight 

(ToF) of communication signals (e.g. RF or acoustic signals) [6, 26]. These two pieces of 

information are amongst the most accurate for range-based approaches in regards to 

distance-estimation, being formulated as d = Vp * ToF where Vp is the propagation 

speed of the communication signal in the current medium. The most common and 

familiar approach is ToA, which is used by GPS systems. This approach can be further 

classified into two approaches: using a one-way signal, which requires synchronization 

between anchors sensor nodes, and using a two-way signal, which does not require any 

synchronization though at the cost of network delay. TDoA approaches require that nodes 

transmit two different types of signals that travel at different speeds, such as RF and 

acoustic [6, 18, 19, 20]. This eliminates the necessity of knowing the absolute 

transmission times. In the case of using a radio and an acoustic signal, the destination 

node receives the radio signal first due to its faster propagation speed when compared 

with the acoustic signal as shown in Figure 2.2.3. The receipt times of the two types of 

signals are recorded in order to calculate the time-difference to estimate distance. This 

approach is extremely accurate so long as LoS and appropriate environmental conditions 



 

19 

 

are met, which can be difficult inside of buildings or in mountainous terrains. 

Additionally, the speed of the acoustic 
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Figure.2.2-3  Time Difference of Arrival 

  

signals depends heavily on environmental factors, such as temperature [6]. 

Received signal strength (RSS) approaches are popular because they do not 

require any special hardware and most sensor nodes on the market can perform power 

measurements [6, 27, 28, 29, 30, 31]. These approaches use a quantified received signal 

strength indicator (RSSI) based on the fact that beacon signals lose power (suffer 

attenuation) during propagation, a factor known as path loss. Although RSSI approaches 

are inexpensive and easy to implement, they face specific challenges, such as multi-path 

fading, channel noise effects, and background interference, making distance estimations 

based on these approaches inaccurate compared with other types of approaches. The 

received power of these techniques can formulated by 

                    (
 

   
)
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 where    and     are the transmitted and received power,    and     are the transmitter 

and receiver antenna gains,    is the wavelength, and d is a calibrated distance constant 

[6, 23, 24, 31, 32]. This research makes heavy use of the RSS approach and attempts to 

address and gain advantage from its shortcomings. 

Angle of Arrival (AoA) approaches rely on observing phase or time differences 

between signals arriving at different antennas within an antenna array in order to 

determine the direction of an anchor. AoA approaches achieve high levels of accuracy to 

within a few degrees at the cost of needed multiple antennae [6, 19, 27]. The size of 

sensor nodes affects the spatial separation possible between antennae, which in turn 

affect the usefulness of these types of approaches. Additionally, multipath reflections, 

directivities of antennae, and shadowing can affect measurements. The following figure 

illustrates n arrays for the antenna. 



 

21 

 

 

Figure 2.2-4 An Antenna Array with N Antenna Elements 

 

Range- Free approaches do not rely on any of these range-based pieces of 

information [6, 33, 34, 35, 36, 37, 38]. These approaches are connectivity-based and 

include hop-based (one-hop or multi-hop) and Euclidean approaches. They utilize an 

awareness of who is connected to whom to estimate locations of sensor nodes. The 

principle of these algorithms is that if two nodes can communicate with each other, the 

distance between them must be within the maximum communication range of the sensor 

nodes being utilized, which is typically quite short.  An advantage of these approaches is 

the simplicity and relatively low-cost of sensor nodes due to not needed special hardware. 

Disadvantages include the need for large numbers of anchor nodes, a relatively large 
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radio range, and specific deployments to obtain satisfactory accuracy [6, 39]. There are 

some researches making balance between range based and range free [40]. 

Hop-based approaches calculate a distance vector (DV) based on flooding 

beacons sent by anchors to all reachable nodes within the WSN. The number of hops 

taken by each flooded message from one node to the next allows sensor nodes to become 

aware of their relative distances to each anchor. When an anchor receives a message from 

another anchor, it estimates the average distance of one hop using the locations of both 

anchors and the hop-count, which is then sent back to the sensor network as a correction 

factor. Using this correction factor, sensor nodes are able to estimate their distances to 

anchors based on some type of computation method, such as trilateration. 

2.2.2.2.1  Anchor-Based/Anchor-Free 

This algorithm classification is based on whether or not an algorithm needs the 

use of anchors. Certain range-free algorithms utilize an anchor-free approach to simply 

estimate locality. Anchor-based approaches use anchor nodes to rotate, transform, and 

sometimes scale a relative coordinate system to an absolute coordinate system. For two-

dimensional spaces, at least three non-collinear anchor nodes are required. This increases 

to four non-planar nodes for three-dimensional spaces. The final coordinate assignments 

of a sensor nodes are valid with respect to a global coordinate system or any other 

coordinate system being used. A drawback to anchor-based algorithms is that another 

positioning system is required to determine anchor node positions. Another drawback to 

anchor-based algorithms is that anchor nodes are relatively expensive as they usually 

require a GPS receiver to be mounted on them. Location information can also be hard-
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coded into each anchor node, a quite expensive task requiring careful deployment of 

anchor nodes as required. Anchor-free approaches [6, 41] do not require anchor nodes 

and provide only relative node localization of sensor nodes in regard to other sensor 

nodes. For some applications, such relative coordinates are sufficient. Geographic routing 

protocols need select the next forwarding node based on that node being closer to the 

destination, a relative metric. 

2.2.2.2.3 Mobile-Beacon/Static-Beacon 

Static beacons are fixed in location and must be placed in specific locations 

within the WSN. A minimum number of anchor nodes are required for adequate results 

with determination of optimal placing [6], two factors that are drawbacks to static 

placement. Mobile beacons have certain distinct advantages, such as heavy reuse 

requiring considerably fewer beacons and reduced communication costs between beacon 

nodes and sensor nodes. Mobile anchors can be mounted to carriers such as traditional 

vehicles that can traverse the deployment area. The main problem with using mobile 

beacons is in finding the optimal trajectory path to ensure that the distance between 

anchors and sensor nodes is within communication range of the sensor nodes. This adds 

an additional coordination and timing factor to approaches using mobile beacons. Indeed, 

there is a sub-field of study in regards to mobile beacon trajectories with different 

approaches suggested, such as Random Waypoint (RWP) [6, 42, 43, 44]. This work 

makes heavy use of mobile beacons and discusses the use of trajectory planning and its 

effects on localization. 
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The following figure, figure 2.2.5, summarizes the different aspects of mobile and 

static beacons. The majority of previous researches used just one Mobile Beacon [45, 

46, 47, 48, 49, 50, 51], but they are some others used more than one mobile anchors [52, 

53, 54]. The Sparse-Straight-Line (SSL) and Dense-Straight-Line (DSL) [55, 56] 

approaches to mobile beacon trajectory will be further explained in Section 4.7. For our 

simulation purposes, both approaches were made possible and considered. The Random 

Waypoint and Spiral approaches are also feasible and have been considered as future 

work for the purposes of this dissertation. The layered-scan model, applicable to three-

dimensional localization, is considered in this dissertation as a possibility for future 

consideration of expanded efforts in three dimensions. 
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Figure 2.2-5 Static vs Mobile Beacon Classification 
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2.2.2.2.2 Relative-Position/Absolute-Position 

This classification relates to whether localization is to give position information 

relative to a global coordinate system or simply identify neighbors and approximate 

distances. As was previously mentioned, certain applications focus only on proximate 

distance and do not need absolute location information [6]. 

2.2.2.2.3  Mobile-Sensor/Static-Sensor 

Similarly to the concept of mobile or static beacons, sensors can be made to be 

mobile or static. For purposes of this research, we primarily concern ourselves with 

statically-positioned sensor nodes, though mobile sensor node localization could be seen 

as a potential extension [6]. 

2.2.2.2.6 Indoor/Outdoor 

This is a relatively simple classification, but one worthy of note as indoor and 

outdoor applications often have very different needs and challenges [57]. Factors such as 

line of sight (LoS) and material effects often characterize indoor applications [58]. 

Outdoor applications typically have a much larger deployment area [59]. This research 

primarily focuses on outdoor applications, though indoor applications could also be 

considered [6,36]. 

2.2.2.2.7  Centralized / Distributed 

This type of algorithm classification defines the infrastructure and function of a 

WSN. A centralized algorithm operates to collect data from remote sensor nodes to 

increasingly-centralized points [6, 60, 61, 62]. A distributed algorithm decentralizes the 

nature of this task amongst the masses of sensor nodes [2, 6, 61, 63]. This research 
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focuses on a “flat” decentralized approach by having ultimate data recovery come 

directly from the nodes themselves on an individual basis. 

2.3  Error-Modeling and Analysis 

The principle of error-modeling is the qualification and quantification of errors 

present within a system. This is of critical importance to ensure accuracy and qualify 

precision. In the distance-based localization scheme that is the primary focus of this 

research, the means and approach to modeling error present both advantages and 

limitations to the methods discussed. Error-modeling is similar to solution modeling in 

that the nature of the physical problem at hand and the mathematical representation of the 

problem dictate the effectiveness of the method. One of the primary distinctions when 

working with error is relating incurred error to the operational model of the system itself. 

Often, the two models take similar forms and have related structures and properties. Each 

controls the other in some way and yet error can be seen as an independent factor because 

its elimination would seemingly be possible if the operational model of the system were 

able to do so. Thus, error-modeling can be seen as a means of classifying the 

shortcomings of the operational model itself, qualifying and quantifying factors that are 

otherwise ignored or marginalized in the operational model. While modeling and 

quantifying error is useful for statement of the precision of system outcomes, analysis is 

often needed to make full use of the observed error [64, 65, 66, 67, 68, 69, 70]. 

When analyzing error, it is sometimes possible to augment the original system 

model to allow the error incurred to become a part of the system definition rather than an 

unwanted factor to be considered separately. Because error is often systematically-related 
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to system operation, it is also often governed by the operational and structure of the 

system itself. As there are relationships amongst varying operations and instances of 

operations of a system, so there are also relationships amongst the error incurred during 

these operations. It is these relationships and the analysis and transformation of them that 

are central to this work. Supplementing error analyses to system models creates a type of 

feedback mechanism that can lead to better understanding and possible improvement-

upon results garnered from typical system operations. As all system modeling is a type of 

prediction of behaviors, so error-modeling can itself provide addition sets of predictable 

behavior upon which improved analyses and better decisions can be made. 

2.4 Position Computation 

After blind nodes estimate the distances between themselves and neighboring 

anchors, using one or more distance estimation methods, they need to compute their 

locations in the case of self-localization or they should send the gather data with extra ID 

information to a central system, which will compute the sensor node locations. Many 

methods exist for position computation, including trilateration, multilateration, 

triangulation, bounding box estimation, probabilistic estimation, central positioning, and 

others [6, 53, 62, 63]. A localization system‟s performance depends on the availability of 

information and environmental constraints, which can affect the choice of a method. Not 

all methods are appropriate for all applications. Figure 2.3.1 shows some of well-known 

methods. 
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(a)                                             (b)                                           (c) 

Figure 2.4-1 (a) Triangulation (b) Trilateration (c) Multilateration 

 

2.4.1 Triangulation 

Triangulation involves the use of angular relationships rather than distance 

relationships. The node itself may determine its position, which is common in WSNs, or 

this can be done remotely.  As is shown in the figure above, a minimum of three 

reference nodes are necessary for unknown nodes to be able to estimate their positions 

based on the trigonometric relationships of their angles in relation to the reference nodes 

[6, 71]. 

2.4.2 Trilateration and Multilateration 

Trilateration is the most common localization computation method used to 

determine absolute or relative locations of unknown nodes. This is accomplished based 

on geometric distance relationships of circles, spheres, and triangles. In addition to its 

practical applications in wireless sensor networks, trilateration has other uses in 

surveying and navigation, including use in global positioning systems (GPSs). In contrast 

to triangulation, trilateration does not involve the measurement of angles. It uses the 

range information from each anchor node as distance measurements upon which to 

http://en.wikipedia.org/wiki/Circles
http://en.wikipedia.org/wiki/Triangle
http://en.wikipedia.org/wiki/Surveying
http://en.wikipedia.org/wiki/Navigation
http://en.wikipedia.org/wiki/Global_positioning_system
http://en.wikipedia.org/wiki/Triangulation
http://en.wikipedia.org/wiki/Angle
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bounding method continued to decrease slowly and the angular bounding method also 

continued to slightly increase.  

. The third one compare the accuracy of all the three 2D studied methods as a 

function in maximum measurement error ratio when the separation beacon distance equal 

to two units.  

 

 
 

Figure 5.4-18 2-DMethods-Error Comparison for D = 2 

                   

For the most part, the error bounding method and angular bounding method had 

no major changes while the rough method grew rapidly. The rough method grew 

significantly from error ratios of 0.1-0.2. At that point, the rough method‟s mean error 
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reached more than 0.2. Afterwards, the rough method increased at a slower rate than 

before reaching a mean error of approximately 0.3 at the error ratio of 0.3.   

In summary, the rough method is dependent on the Rmax as it is demonstrated in 

the above figures. Moreover, it‟s also exceedingly dependent on the number of steps. The 

error in the angular bounding method is a minor one especially in the case of one step 

when the Rmax0.1 and the Rmax 0.3 were compared, but the error bounding method 

stays almost the same. In addition, the higher the Rmax, the higher the rough method‟s 

mean error, but the smaller the D, the smaller the mean error of all the three compared 

methods. At the same time, the smaller the Δx, the smaller the error for all three 

separation beacon steps.  

5.4.2.5 2-D-Methods Comparison for different transmission angles 

The following figures illustrate the comparison of the 3 different methods by 

demonstrating the mean error for each of them as a function of the beacon transmission 

angles for three different Rmax values.  
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Figure 5.4-19 2-DMethods-Error Comparison for Rmax = 0.3 

                             

The rough method recorded the highest mean errors for all the beacon 

communication angles while the angular bounding method recorded the lowest mean 

errors. The rough method‟s mean errors fluctuated while the error bounding method‟s 

mean errors seemed to grow at a constant rate. The angular bounding method‟s mean 

errors, on the other hand, seemed to not change at all for any beacon communication 

angle.  
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Figure 5.4-21 2-DMethods-Error Comparison for Rmax = 0.1 

 

The rough method mean error is at its peak at the beacon communication angle of 

15 degree, but then it drops dramatically for the beacon communication angles of 15-30 

degree while the error bounding method and the angular bounding method slightly 

increase. From the beacon communication angles of 30-50 degree, the mean error for the 

rough method rapidly increases and then significantly decreases reaching a mean error of 

about 0.5 at the communication angle of 60 degree while the error bounding method 

mean error continues to increase and the angular bounding method mean error increases 

and decreases very slightly.  
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the capability of being controlled by the second section, which was that of the trial test 

bed. The second unit‟s primary responsibility was to automate the operation of the first 

unit‟s processes in order to supply varying parameter values and record average 

estimation error measurements over the course of many trials. The measurements taken 

were collected into large tables to make them available for later analyses and graphing. 

The third unit‟s responsibility was to perform predetermined, automated analyses of the 

tables generated by the second unit to provide interesting, graphical representations that 

would yield insights as to the operating characteristics and optimal parameter values for 

each method based on sets of limiting criteria. For example, lowering the distance 

estimation ratio might lead to better performance by one method and worse performance 

by another, which indicates their operating differences and the ways in which controlling 

parameters should be varied to yield ideal performance. 

The resulting performance results gathered were able to meet the design criteria of 

the software. Many combinations of parameters and resulting performances were 

gathered, analyzed, and graphed in the previous chapter. These results are too widely-

varied and detailed to mention in summary. They were able to indicate both expected and 

surprising application selections for localization method depending on desired modeling 

based on input parameters. Overall, the results indicated large, incremental improvements 

over the methods ranging from simple to complex. The results fully met the desired 

outcomes of the research and development criteria set forth for the work, though further 

areas of improvement and development are still possible.  
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As error analysis is fundamental to the methods that were designed and presented, 

any implementations built upon this work should benefit from the candid and open 

evaluations that have been provided. Solid and realistic assumptions, coupled with 

extensive simulation results, were used to prove the validity and performance of the 

methods herein that were built upon mathematical fundamentals and probabilistic 

models. Componentized, single-dimensional error quantities and radial error factors were 

discussed, analyzed, and utilized in-depth to iteratively improve the precision of 

localization efforts and provide a means of evaluation for most real-world scenarios 

based on the assumptions and needs for particular applications. We believe that there are 

many possibilities for the extension of these efforts into greater dimensions and more 

complex, concrete models. The approaches taken should provide a clear path to building 

upon different assumptions than those made here while maintaining the integrity and 

reliability of such efforts. 

It is our belief that the methods of localization designed and tested within this 

work, based upon reasonably-realistic models and assumptions, show great promise in 

practical localization applications for real-world wireless sensor networks. With slight 

refinements of the geometric models utilized and appropriate tuning of the dependent 

parameters, each of the methods herein should provide reasonable localization outcomes 

with relatively-minimal power consumption compared with other localization methods. 

This was accomplished through exploitation of deep mathematical relationships on 

simple feedback information. The usage of such derived knowledge allows for shifting of 

the burden of localization (and therefore power consumption) from the wireless sensors 
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themselves to the final processing station. This satisfies the requisite requirements of 

accurate localization with minimal power usage, which is typical, primary goal of any 

localization system of quality. 
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