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Reliability generalization (RG) is a meta-analytic method that aims to assess the variability of test score reliability across studies and identify the sources of this variability. In this study, a reliability generalization analysis was performed on studies of the Brief Symptom Inventory–18 (BSI-18) to examine the variability in Cronbach’s alpha reliability estimates reported in the literature. This inventory was chosen because of its extensive use in counseling and medical settings and documented reliability and validity. The database that was consulted to collect articles was PsycInfo. The reported Cronbach’s alphas were obtained to assess whether defined moderator variables affected reliability estimates. Out of the 161 references located, 48 studies met the selection criteria. For the Global Severity Index (GSI), the mean reliability was 0.91, 0.77 for the Somatic subscale, 0.85 for the Depression subscale, and 0.83 for the Anxiety subscale. The moderator analyses led to a predictive model where the type of population (clinical vs. nonclinical) for the GSI, and gender for the Somatic subscale were significant. Finally, clinical implications of the results are discussed.
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A Reliability Generalization Study of the Brief Symptom Inventory-18

Introduction

In psychometry, the concepts of reliability and validity are fundamental to the utility of any measure. Reliability can be defined as the consistency of scores on a test. This consistency can be estimated by different methods. According to classical test theory, score reliability is affected by different factors such as sample size and test length. A useful method to test the variability in score reliability estimates across a number of studies and to characterize the potential sources of this variance is reliability generalization (Vacha-Haase, Henson, & Caruso, 2002).

Meta-analysis is a quantitative method that is used to summarize and synthesize the results of several empirical studies. This technique is widely used in the field of medicine, psychology, and the social sciences (Hedges & Pigott, 2001). Reliability generalization (RG) is a meta-analysis technique that attempts to assess the variability of test score reliability across studies and identify the sources of this variability. Using the RG method helps researchers to identify the conditions under which the score reliability estimates of a particular test will be low, and the circumstances that will help to produce a more reliable score.
The Brief Symptom Inventory–18 is one of many assessments available to assess psychological distress. Being a screening tool that consists of only 18 items, the BSI-18 has an advantage over other assessments to measure psychological distress in that it is simple and easy to use. The applications of the BSI-18 include use in mental health contexts (Andjreu, et al., 2008) and medical settings (Merport & Recklitis, 2012). Despite the fact that the chosen inventory, the BSI-18, is widely applied in counseling and medical settings because of its simplicity and ease of use, no study has been conducted to provide a comprehensive evaluation of its score reliability across studies.


**Literature Review**

**Reliability**

As defined above, reliability is the consistency of scores on a test. This consistency can be estimated over time, forms, rater, and items. According to Mason (2007), reliability often is investigated by using a test–retest approach, which finds the correlation between the test score and the repeated administration of the same test. Reliability can also be estimated by finding the correlation between the test score and the score on a parallel form of the test. Another type of reliability is called internal consistency. “Internal consistency is concerned with the homogeneity of the items within a scale” (Devellis, 2012, p.34). This approach aims to “explore the degree to which random variation in test scores can be due to the consistency within the items” (Mason, 2007, p.30).

Vacha-Haase, Ness, Nilsson, and Reetz (1999) point out the importance of recognizing that the estimate of reliability is for the test score and not for the test. This corresponds with what Rowley (1976) states about the reliability of a test: “reliability refers to the score obtained by some sample of examinees on that test” (p.52). He explains that the measure itself is not reliable or unreliable; instead, the score on this
measure can be reliable or unreliable. Consistency depends on many factors such as the manner in which the measure was used, the group of examinees, and the conditions of the administration.

The importance of score reliability comes from Thompson’s (1990) statement “measurement integrity is critical to the derivation of sound research conclusions” (p. 585). Vacha-Haase, Ness, Nilsson, and Reetz (1999) agree with Thompson’s view that the reliability of scores affects the results of the data obtained from the measure and the interpretation of results.

Reliability Generalization

Haase (1998) believes that score reliability should be explored in all studies. She proposed the reliability generalization (RG) method that can be defined as “a measurement meta-analytic method used to explore the variability in score reliability estimates and to characterize the possible sources of this variance” (Vacha-Haase, Henson, & Caruso, 2002, p. 562). Reliability generalization is a meta-analysis that focuses on psychometric indices. Therefore, studies and not individuals are the units of the analysis and comprise the sample for an RG study.

Haase (1998) describes RG as a powerful method that can be used to identify the source of variance in the reliability estimate. RG studies aim to find characteristics that can predict the variability in a reliability estimate for a specific measure. Warne (2008) points out that RG is the most useful tool to substantiate that the reliability is a property of the scores on a test and not the test. RG studies show that the score reliability of a
specific test may systematically differ from study to study depending on some characteristics called moderators.

Vacha-Haase, Henson, and Caruso (2002) stress that the results of RG studies provide valuable information that can be used to improve the theoretical understanding of reliability. In addition, they mention that RG studies increase awareness about the sample characteristics that might affect the reliability of a score on a test. RG is a useful tool for test administrators and researchers to gain a better understanding of using a test and making decisions based on the results of the test.

Such claims imply that RG methods can indicate which sample and study features can affect the score reliability estimate of a given test. This provides an important implication of the circumstances that may yield a high estimate of a test score reliability and the situations that need to be avoided because a low estimate of score reliability is generated from them.

Reviewing the RG literature provides evidence of the value of this method. In López-Pina et al.’s (2015) RG study of the Yale–Brown Obsessive Compulsive Scale, researchers found that the standard deviation of the total test and the target population (clinical vs. nonclinical) could be used as predictor variables; these two variables explained 38.6% of the variability in coefficient alpha. Sun and Wang’s (2015) RG study of the Children’s Depression Inventory found that the length of the test affected the reliability; the score reliability was higher in the long form of the test. Also, researchers
concluded that the different language forms of the test did not affect the reliability which indicates the cross-cultural equivalence of score reliability.

**The Brief Symptom Inventory–18**

One of the inventories that is worthy of investigation using RG is the Brief Symptom Inventory-18. The Brief Symptom Inventory -18 (BSI-18) was chosen because of its extensive use in counseling and medical settings and documented reliability and validity as a measure of symptoms related to mental health. The BSI-18 is the most recent and short form of a series of instruments that were designed by Derogatis in 2011.

Derogatis developed the Symptom Checklist-90 that consists of 90 items distributed over nine subscales. He then developed a short form of this checklist; this form, “The Brief Symptom Inventory,” comprises 53 items and nine subscales (Merport & Recklitis, 2012). The BSI-18 was then developed to improve the structural validity of the BSI-53.

According to Meijer, de Vries, and van Bruggen (2011), the results of many studies indicated that the BSI-18 can be described as unidimensional. Derogatis points out that the structural validity has improved [with the BSI-18] because the reduced scale is composed of only three dimensions—namely, somatization, depression, and anxiety—which together are more homogeneous than other dimensions from previous instruments, both conceptually and empirically (as cited in Meijer, de Vries, & van Bruggen, 2011, p. 193).

The Brief Symptom Inventory–18 is a self-report symptom checklist that consists of 18 items distributed over three subscales: Somatization, Anxiety, and Depression.

Screening for distress in clinical practice is an important issue in the field of psychology and psychiatry. With the advantage provided by its simplicity and ease of
application, the BSI-18 has been widely used to identify psychological distress in cancer survivors (Merport & Recklitis, 2012), patients with psychiatric disorders (Andjreu et al., 2008), patients with temporomandibular disorders (Durá et al., 2006), survivors of traumatic brain injuries (Lukow et al., 2015), patients with voice concerns (Misono et al., 2014), and also studies of drug users (Wang, Kelly, Liu, Zhang, & Hao, 2013). The Brief Symptom Inventory-18 has been translated and adapted in several languages: Spanish (Asner-Self, Schreiber, & Marotta, 2006), Chinese (Wang et al., 2013), Hebrew (Slone & Mayer, 2015), and German (Spitzer et al., 2011).

Despite acceptable psychometric properties frequently reported for the BSI-18 in published research studies, no study has carried out a comprehensive evaluation of its score reliability across studies. The present study fills this gap by meta-analyzing score reliability estimates obtained from a number of research studies. Results of this study will help researchers or practitioners understand the use of the BSI-18. In other words, RG gives information about the population and the sample characteristics that are appropriate to administer the instrument to, so taking these factors into account will ensure more knowledgeable estimation of the reliability of using the BSI-18 and greater understanding in its application.

**Research Questions**

The research questions were:

1. What is the average reliability for the BSI-18 across studies?

2. What is the average reliability for each subscale of the BSI-18 across studies?
3. What factors are associated with observed variance in BSI-18 reliability estimates?
Method

Sample of Published Studies

Previous studies using any of the three subscales of the BSI-18 were identified through an electronic search of the PsychInfo database using the keyword *Brief Symptom Inventory -18, Brief Symptom Inventory -18 AND Reliability, Brief Symptom Inventory -18 AND Cronbach’s, BSI -18, BSI -18 AND Reliability, BSI -18 AND Cronbach’s*. Initial search results produced 246 studies that used the BSI-18. The researcher imposed a limiter to identify studies published between 2001 and 2016, yielding 242 results. This time limiter was chosen depending on the inventory published year. After removing duplicated studies and studies published in languages other than English, the final sample comprised 161 studies. For all of the 161 selected articles, the full article was obtained and reviewed to assess the fit with the inclusion criteria. Studies meeting the following criteria were selected: (a) an empirical study where the BSI-18 was applied to the sample, (b) reported Cronbach’s alpha with data from the study sample, and (c) was written in English.

Of the 161 articles reviewed, 21% failed to mention reliability, 19% reported alpha coefficients from another source, 7% provided separate alpha coefficients (alpha for more than one sample) or a range of alpha coefficients, 7% were not independent of some included studies, 5% were not about the BSI-18, 4% were books or articles that
researcher could not access, 2% provided another type of reliability, and 2% did not provide useful descriptive information. Forty-eight articles remained that included Cronbach’s alpha reported from the study sample with sufficient descriptive information. Of the 48 articles, 15 unpublished dissertations were included.

**Coding Procedure**

To examine potential relationships between the reliability estimates and the study features, both the Cronbach’s alpha and possible moderator variables related to the instrument and the study participants were coded. These coded study characteristics were selected based on a review of the RG literature. In a review study of RG studies that was conducted by Vacha-Haase and Thompson (2011), the results showed that using the number of items, score standard deviation, gender, and participant’s age as predictors were among the better predictors of variability in score reliabilities. In another review and evaluation of RG studies, Henchy (2013) found that the majority of RG studies coded the sample size, gender, and participant’s age as the sample characteristic that might influence the coefficient alpha. Thus, the following characteristics were coded: (a) sample size, (b) female percent, (c) mean age of participants, (d) type of sample, and (e) language. Also, the publication year was coded to examine change in score reliabilities over time, and the research quality (published vs. unpublished) was coded to test publication bias.
Inter rater reliability

According to Dieckmann, Malle, and Bodner (2009), “unreliability in the coding procedures adds additional random variation to the analysis, weakening the reliability and power of the results. At a very basic level, this can be addressed by employing multiple coders and assessing inter-rater reliability” (p. 103). Thus, in order to examine the reliability of the coding process, a second qualified coder coded eight articles (16% of the sample). The researcher created a coding sheet of the relevant variables to be used when coding studies. See Appendix A for the complete codebook, and Appendix B contains the coding sheet. The inter-rater reliability was calculated by the percent agreement method. Initially, raters had an agreement rate of 96% and after issues were resolved, raters reached 100% agreement.
Analysis

Cronbach’s alphas were meta-analyzed in two steps: transformation and weighting. Coefficient alphas were transformed by means of the Hakstian and Whalen transformation formula in order to normalize the distribution of alpha which is usually skewed.

\[ ES_\alpha = \sqrt[3]{1 - \alpha} \]  \hspace{1cm} (1)

Where \( ES \) is the effect size, and \( \alpha \) is the coefficient alpha. Even though the Fisher’s Z transformation is commonly used, the Hakstian-Whalen transformation is recommended by Rodriguez and Maeda (2006) because it is noted that Fisher’s Z introduces bias in reliability generalization studies. The reliability coefficients were weighted by the inverse variance using the following formula

\[ w = \frac{1}{\tau^2 + SE^2} \]  \hspace{1cm} (2)

The symbol \( \tau^2 \) represents the between study variance, and \( SE \) is the standard error of the effect size.

The heterogeneity exhibited by the reliability estimates was assessed with the Q statistic. Finally, moderator analyses were conducted through regression analyses assuming mixed-effects model. For conducting mixed effect model analyses, Card (2012) points out that this model is useful for evaluating some moderators and to generalize the
results beyond the studies included in the meta-analysis. This correspond with Rodriguez and Maeda’s (2006) recommendation for RG authors to use a random effects model or mixed effects model to generalize their inferences beyond the studies included in the meta-analysis. Thus, this model was applied for three reasons: using sample and inventory characteristics as moderators, assuming that the reliability coefficient estimates came from different populations, generalizing the results beyond the included studies.

To facilitate interpretation of results, the average reliability estimates, and their confidence limits were back-transformed to the original metric of reliability coefficients by using the following formula:

\[ a = 1 - ES_a^3 \] (3)
Results

Mean Reliability and Heterogeneity

Table 1 shows the main summary statistics for coefficient alpha. Even though the included studies were 48 articles, not every study reported the Cronbach’s alpha for each subscale or for the total score. Therefore, the number of studies for each subscale is different. The 44 estimates reported for the total scale GSI yielded a (weighted) mean coefficient alpha of 0.91 (95% confidence limits: 0.89 and 0.92). For the Somatic subscale, coefficient alpha was computed from 29 different samples, leading to an overall estimate of 0.77 (confidence limits: 0.74 and 0.80. Thirty two estimates reported for the Depression subscale yielded a mean coefficient alpha of 0.85 (95% confidence limits: 0.84 and 0.87). An average coefficient of 0.83 (limits: 0.81 and 0.85) was found for the Anxiety subscale. Table 1 also presents the results of the $Q$ statistics for the assessment of the variability exhibited by the reliability estimates. Coefficient alpha for the total scale and subscales showed statistically significant heterogeneity. Therefore, analyses to explain part of that heterogeneity were conducted. The results of the different studies, with 95% CI for GSI, Somatic, Depression, and Anxiety are shown in Figures 1, 2, 3, and 4 respectively.
Table 1

Summary Statistics for Coefficient Alpha

<table>
<thead>
<tr>
<th>Scale</th>
<th>K</th>
<th>M</th>
<th>CI</th>
<th>Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>GSI</td>
<td>44</td>
<td>0.91</td>
<td>{0.89, 0.92}</td>
<td>561.46***</td>
</tr>
<tr>
<td>Somatic</td>
<td>29</td>
<td>0.77</td>
<td>{0.74, 0.8}</td>
<td>411.81***</td>
</tr>
<tr>
<td>Depression</td>
<td>32</td>
<td>0.85</td>
<td>{0.84, 0.87}</td>
<td>248.77***</td>
</tr>
<tr>
<td>Anxiety</td>
<td>28</td>
<td>0.83</td>
<td>{0.81, 0.85}</td>
<td>283.93***</td>
</tr>
</tbody>
</table>

Note. K = number of studies, M = mean Cronbach’s alpha, CI = 95% confidence interval, Q = Hedge’s Q

*** p<.0001
Figure 1. Forest Plot of the GSI
Figure 2. Forest Plot of the Somatic Subscale
Figure 3. Forest Plot of the Depression Subscale
Figure 4. Forest Plot of the Anxiety Subscale
Moderator Analyses

A multiple regression analysis was used to assess whether year of publication, sample size, gender, mean age, population type, and language could predict the BSI-18 reliability scores. The continuous variables in the regression analysis were publication year, sample size, mean age, and gender (percentage of females in a study). The categorical variables in the regression analysis were population type (clinical / non clinical/ both clinical and non clinical), and language (English/ non English/ English and another language). More detailed results for each subscale are provided below.

GSI

Forty four sample coefficient alpha estimates were reported for the GSI scale. Six studies were eliminated from the multiple regression analysis because values for female, population type, and mean age were missing. All together, the six variables did not produce significant results in predicting the reliability estimate. A series of the hierarchical multiple regression analyses were conducted using different moderators in each model. The results did not produce significant increments to $R^2$. However, running simple regression analysis for the dummy coded variable (population type) shows that this moderator accounted for 24.85% of the variation in reliability with a significant result for the clinical sample ($b = 0.46, p < .0001$) and for the sample that had both clinical and non-clinical population ($b = -0.07, p = .0006$).
Somatic subscale

Twenty nine sample coefficient alpha estimates were reported for the Somatic scale. Two studies were eliminated from the multiple regression analysis because population type, and mean age have missing values. All together, the six variables did not produce significant results in predicting the reliability estimate. It was conducted a series of the hierarchical multiple regression analyses using different moderators in each model. The results did not produce significant increments to $R^2$. However, running simple regression analysis for gender shows that this moderator was able to account for 18.80% of the variation in reliability score ($R^2=0.19, b = -0.0012, p = 0.0136$).

Depression subscale

Thirty two sample coefficient alpha estimates were reported for the Depression scale. Two studies were eliminated from the multiple regression analysis because population type has missing values. All together, the six moderators did not produce significant results in predicting the reliability estimate. It was conducted a series of the hierarchical multiple regression analyses using different moderators in each model. The results did not produce significant increments to $R^2$. For further examination, a simple regression analysis was conducted to test population type moderator; it was able to account for 11% of the variation in reliability score but the results was not significant.

Anxiety subscale

Twenty eight sample coefficient alpha estimates were reported for the Anxiety scale. Three studies were eliminated from the multiple regression analysis because
population type, and mean age have missing values. All together, the six variables did not produce significant results in predicting the reliability estimate. It was conducted a series of hierarchical multiple regression analyses using different moderators in each model. The results did not produce significant increments to $R^2$.

**Publication bias**

Publication bias, which is also called the file drawer problem, is considered one of the threats that affect the validity of a meta-analysis. According to Dalton, Aguinis, Dalton, Bosco, and Pierce (2012),

> The file drawer problem rests on the assumption that statistically non-significant results are less likely to be published in primary level studies and less likely to be included in Meta analytic reviews, thereby resulting in upwardly biased Meta analytically derived effect sizes (p. 221).

In order to avoid this bias, the researcher included unpublished dissertations ($K = 15$ of the sample). In addition, the risk of publication bias was assessed by using the funnel plot method. This technique is a visual way to evaluate publication bias in meta-analysis that was introduced by Light and Pillemer (1984). In this graphic, standard error is on the y-axis and effect size is on the x-axis, and a dot represents each study. If there is a publication bias, the funnel plot will look asymmetrical. Figures 5 through 8 show the funnel plot using standard error on the y-axis. From Figures 5 and 7, it is clear there was publication bias in GSI and Depression, because there is a lack of balance between the two sides of the plot.
Figure 5. Funnel Plot for GSI

Figure 6. Funnel Plot for Somatic
Figure 7. Funnel Plot for Depression

Figure 8. Funnel Plot for Anxiety
In order to reduce the subjectivity of evaluating the funnel plot, moderator analysis, regression, Kendall’s rank correlation, the Egger’s linear regression test, and the trim and fill method were used. Using multiple approaches to deal with the file drawer problem helps the researcher to determine the number of unpublished studies that need to be added to affect the effect size estimate.

**Moderator analysis is recommended by** Card (2012) as "one of the best methods to evaluate the potential impact of publication bias is to include unpublished studies in the meta-analysis and empirically evaluate whether these studies yield smaller effect sizes than published studies” (p. 262). Moderator analyses indicated a nonsignificant difference between published and unpublished studies \( b = -0.009 \) for GSI, \( b = 0.012 \) for Somatic, \( b = -0.023 \) for Depression, and \( b = -0.009 \) for Anxiety with \( p > 0.05 \) for all analyses.

**Regression** approaches are used to evaluate the funnel plot asymmetry and this approach has advantages over visual inspection of funnel plots because it reduces subjectivity by providing results that can be evaluated in term of statistical significance. The absence of statistically significant results indicates the absence of publication bias (Card, 2012, p. 267). The current study examined symmetry by regressing effect sizes on sample sizes. For GSI and all subscales, the results indicate the absence of an association between effect size and sample size because they were not statistically significant, \( F(1,42)= 0.017 \) for GSI, \( F(1,27)= 0.002 \) for Somatic, \( F(1,30)= 0.443 \) for Depression, and \( F(1,26)= 0.2127 \) for Anxiety; all had \( p > 0.05 \). Therefore, these results suggest the absence of publication bias.
**Kendall’s rank correlation** was used to examine the correlation between the effect size and the standard error, and if it is not significant, that means there is absence of publication bias (Card, 2012, p. 266). The results for GSI and all subscales were nonsignificant. The Kendall’s tau values were 0.0444 for GSI, 0.2315 for Somatic, 0.0484 for Depression, and -0.0370 for Anxiety; all had \( p > 0.05 \). Thus, these results indicate the absence of publication bias.

**The Egger’s test** formally evaluates asymmetry of funnel plots by regressing the standard normal deviate of the effect size of each study from zero on the study precision. The possibility of publication bias can be indicated by a significant intercept (Card, 2012). The results for GSI and all subscales were not statistically significant, \( Z = 0.99 \) for GSI, 1.91 for Somatic, 0.96 for Depression, and -0.10 for Anxiety; all of them had \( p > 0.05 \). These results indicate the absence of publication bias.

**The Trim and Fill** approach is used to correct publication bias and involves a two-step iterative procedure to provide more accurate estimates of both mean effect size and the heterogeneity around this effect size (Card, 2012, p. 273). The trim step involves temporarily removing studies until a symmetric funnel plot is obtained then estimating an unbiased mean effect size for the remaining studies in the second step. In contrast, the Fill step reinstates the previously trimmed studies and then imputes studies in the underrepresented section until obtaining a symmetric funnel plot (Card, 2012, p. 273-274). The results of Trim and Fill approach for GSI indicated there were three missing studies on the left side needed to correct the effect size. However, the corrected effect size was 0.91, which is the same as the uncorrected effect size (0.91). See Figure 9.
results of the Trim and Fill approach for Somatic indicated there were no missing studies needed to correct the effect size and the corrected effect size was 0.77, which was the same as the uncorrected effect size (0.77). See Figure 10. For Depression, the result indicated there were seven missing studies on the left side needed to correct the effect size and the corrected effect size was 0.86, which was greater than the uncorrected effect size (0.85). See Figure 11. For Anxiety, the result indicated that there were no missing studies needed to correct the effect size and the corrected effect size was 0.83, which is the same as the uncorrected effect size (0.83). See Figure 12.

Figure 9. GSI Funnel Plot after Trim and Fill. Closed circles are original data, open circles represent filled-in data based on the trim-and-fill method.
**Figure 10.** Somatic Funnel Plot after Trim and Fill

**Figure 11.** Depression Funnel Plot after Trim and Fill. Closed circles are original data, open circles represent filled-in data based on the trim-and-fill method.
The results of the moderator analysis, regression, Kendall’s rank correlation, and the Egger’s linear regression test indicate an absence of publication bias. Therefore, publication bias can be disregarded as a threat to the meta-analytic results.

**Sensitivity Analyses**

Sensitivity analysis can be defined as a technique to check the robustness of an assessment by testing the impact of changing the methods, assumptions, or values on the results (Thabane et al., 2013).

To check the robustness of the results, the analyses were repeated using the untransformed coefficient alpha. Conducting the analysis with untransformed coefficients did not show important differences compared with the results presented above. This result corresponds with López-Pina et al.’s (2015) findings that indicate similar results of using transformed and untransformed Cronbach alpha in RG studies.
Discussion

According to Hunsley and Mash (2008), when a preponderance of evidence indicates an alpha value of 0.70 to 0.79, that means the internal consistency can be considered as adequate, when the alpha is between 0.80 to 0.89, it is considered as good, and excellent when the alpha is above 0.90. According to this guideline, the GSI showed an excellent mean reliability with alpha values of 0.91, good mean reliability with alpha values of 0.83 and above for the Depression and Anxiety subscales, and the Somatic subscale showed an adequate mean reliability with an alpha value of 0.77. Hunsley and Mash (2008) point out that most authors considered 0.70 as the minimum recommended reliability. Thus, on average, the reliabilities of the BSI-18 and its three subscales were clearly above the cutoff of 0.70. However, Nunnally and Bernstein recommended a stricter criterion of 0.90 for a measure when important clinical decisions are derived from the test scores (as cited in Hunsley & Mash, 2008, p. 10). Based on this criterion, only GSI provided an appropriate reliability estimate. Even though the results of this RG meta-analysis suggest that the BSI-18 and its three subscales provide consistent information for their use with research purposes, the scores of each subscale, especially the somatic subscale, should be interpreted cautiously when these subscales are applied in clinical situations related to individual diagnosis and treatment.
Since results showed significant heterogeneity among the coefficient alpha estimates, several moderator variables were coded to determine whether they could explain the variability among the coefficient alpha estimates. Of the variables coded, population type significantly predicted the reliability estimate for the GSI. The results showed that the highest reliability estimates can be expected from the GSI with clinical samples, and lowest reliability estimate from the sample that includes both clinical and nonclinical populations. Higher reliabilities in the clinical population can be considered good news for clinical assessment, since this instrument was designed to assess these populations in particular. Also, gender significantly predicted the reliability estimate for the Somatic subscale. The results showed that the highest reliability estimates were to be expected from the Somatic subscale in samples with a higher proportion of men. Thus, researchers and clinicians should keep in mind that the reliability of the GSI measure tends to be higher in samples with a clinical sample, and the reliability of the Somatic subscale tends to be higher in samples with a higher proportion of men. Other moderators were not significant as predictors of the variability among the coefficient alpha estimates. This finding is, indeed, a positive one. It shows that regardless of the sample and measurement characteristics that were examined, the BSI-18 seems to perform in a very consistent manner. However, this finding also indicates that other moderators not considered in the model were influencing the Cronbach’s alpha of the BSI-18, which future studies can test.
Practical applications

The overall scale score reliability is strong when used in its entirety (GSI). The same cannot be said for the subscales which likely include too few items, especially the Somatic scale that yielded the lower reliability estimate. It is recommended that practitioners use the GSI when conducting research or when clinically assessing participants. Even though the subscales’ reliability estimates were acceptable for research, they are not recommended as the sole measure for individual use for making clinical decisions. Subscales should be used with caution if they were administered independently, because their score reliabilities did not reach the reliability estimate (0.9) that has been recommended by Nunnally and Bernstein for a measurement with a clinical purpose (Hunsley & Mash, 2008). Only the GSI would be considered appropriate for this purpose.

Limitations

Like any Meta analysis study, the main limitation of the present study is the ability to identify and include all studies that have used the BSI-18. The researcher consulted the most important database for psychology (PsychInfo). However, other databases were not considered which might provide other potential studies that can be included in the present study. Also, as mentioned above, only 29% of the studies reported Cronbach’s alpha values with useful descriptive information; the lack of reliability estimates in the majority studies that used the BSI-18 was a limitation for this meta-
analysis. Given the limited number of studies reporting Cronbach alpha values, different results might have been achieved if all studies had reported these values.
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Appendixes

Appendix A

RG of the BSI-18 Coding Book

Note: 0 = N/A, Not Reported, or No for all coding categories

Report Identification
ID code # (start with 01)

Research study identification (Citation)
   Author(s) (author’s names – last name, first name)
   Year of publication
   Publication type
      1. Journal
      2. Conference proceedings (paper)
      3. Organization (report)
      4. Dissertation or Thesis
      5. Other

Research quality
   1. Not published
   2. Published study

Sample characteristics
   Sample size N (Value)
   The average age of the sample (Value)
   Gender
      Female percent (Value)
   Population type
      1. Non-clinical
      2. Clinical
      3. Both clinical and non-clinical

Instrument characteristics
   The language of the inventory
      1. English
2. Non English
3. Two languages

The Cronbach’s alpha values
- The Cronbach’s alpha value of GSI or the total score (Value)
- The Cronbach’s alpha value of Somatic subscale (Value)
- The Cronbach’s alpha value of Depression subscale (Value)
- The Cronbach’s alpha value of Anxiety subscale (Value)
Appendix B

RG of the BSI-18 Coding Form
Note: 0 = N/A, Not Reported, or No for all coding categories

Report Identification
ID code #: ________________________________

Research Study Identification (Citation)
Author(s) _________________________________________
Year of Publication _________________________________
Publication Type ___________________________________
Research Quality _________________________________

Sample characteristics
Sample size N (Value) ______________________________
The average age of the sample (Value) _______________
Gender
Female percent (Value) ______________________________
Population type____________________________________

Instrument characteristics
The language of the inventory________________________
The Cronbach’s alpha values
The Cronbach’s alpha of GSI or the total score (Value) _______
The Cronbach’s alpha of Somatic subscale (Value) _________
The Cronbach’s alpha of Depression subscale (Value) _______
The Cronbach’s alpha of Anxiety subscale (Value) _________