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Abstract

The college admission systems of the United States require the Scholastic Aptitude Test (SAT) and American College Testing (ACT) examinations. Although, some resources suggest that SAT and ACT scores give some meaningful information about academic success, others disagree. The objective of this study was to determine whether there is significant predictive validity of SAT and ACT exams for college success. This study examined the effectiveness of SAT and ACT scores for predicting college students’ first year GPA scores with a meta-analytic approach. Most of the studies were retrieved from Academic Search Complete and ERIC databases, published between 1990 and 2016. In total, 60 effect sizes were obtained from 48 studies. The average correlation between test score and college GPA was 0.36 (95% confidence interval: .32, .39) using a random effects model. There was a significant positive relationship between exam score and college success. Moderators examined were publication status and exam type with no effect found for publication status. A significant effect of exam type was found, with a slightly higher average correlation for SAT compared to ACT score and college GPA. No publication bias was found in the study.
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Chapter One: Introduction

Standardized tests have existed since the late 19th century. As a result that, these tests have become critical for high school graduations and college admissions (Webb, 2013). Standardized tests are considered to provide realistic and objective quantitative results of students’ academic success. Before standardized exams, schools and teachers were creating and assessing exams – those were not the same all around the US - for their students ("Standardized Tests - ProCon.org," 2016). Nowadays, The Scholastic Aptitude Test (SAT) and American College Testing (ACT) exam are the two most important standardized tests taken by college candidate students in the US. To assess predictive validity, researchers receive scores on a current measure and compare them with future scores on the desired outcome. A high correlation shows that the selection method works well. A low correlation indicates poor predictive validity, and the selection method is not beneficial. The purpose of this study was to examine the validity of the SAT and ACT in predicting college grade point average (GPA).

SAT and ACT

Since several American Universities decided to use SAT scores of the candidate students to make decisions -accept or reject- about those students’ applications, the SAT exam has become critical. According to College Board statistics, not only around 1.7 million students took the SAT in 2015 (“2015 College-Bound Seniors Total Group Profile Report,” n.d.), but also the ACT was taken by more than 1.8 million secondary
school students per year ("About ACT," n.d.). The statistics show that the number of test
takers of the ACT has been increasing each year gradually since its inception, and also,
ACT takers’ numbers were more than the SAT exam takers’ number in 2011 for the first
time. In 2011, the SAT was taken by 1,664,479, whereas the ACT was taken by
1,666,017 students (Pope, 2012).

The literature suggests the SAT is a good predictor of academic success. As the
research of Ditchkoff, Laband, and Hanby (2003) states, high-school grade-point average
(HSGPA) and Academic College Testing (ACT) or Scholastic Aptitude Test (SAT)
scores are invaluable sources of making predictions of academic success. It is clear that
there is a positive relationship between the ACT Composite score and high school grade-
point average (GPA) and 1st-year academic performance. In addition to this, first-year
academic performance is the best predictor of second- and 3rd-year retention.

For the students who attend the top colleges, the SAT exam scores are less
efficient than HSGPA in predicting the success of students’ first-year grade point average
(FGPA). On the other hand, HSPGA is a better predictor than the SAT for the success of
the students who attend less selective colleges (Kobrin & Michel, 2006). There is a
positive and consistent correlation between SAT score and cumulative GPA as students’
progress through their college careers ("The SAT: A Robust Predictor of College
Success," n.d.). SAT scores also predict which students are likely to return for the second
and third year of college ("The SAT: A Robust Predictor of College Success," n.d.). A
study shows that the prediction of first-year academic success is equal with SAT and
HSGPA, with correlations of 0.37 (Patterson, Mattern, & Kobrin, 2009).
Another important exam for students is the ACT. Honken and Ralston (2013) pointed out that ACT score and GPA have a positive correlation. Numerous researchers say that it is possible to predict future academic success by using ACT and SAT scores. On the other hand, Perez (2002) states that college performance cannot be ascertained by using either exam. Both exams are coachable, advantaging students who can afford to spend $800 or more on test preparation classes. While there is much open deliberation surrounding how coachable exams are, various studies have shown that scores on exams can be essentially supported through rigorous coaching (Perez). The most significant reason why students’ exam scores can be increased through coaching is the exam’s format and narrow range of the content chosen by the companies (Perez). To maximize ACT scores, learning some valuable good test taking strategies is useful ("Different Tests, Same Flaws: A Comparison of the SAT, SAT II, and ACT," n.d.). Also, it is true that these exams have some disadvantages for some students, because of their gender and nationalities. SAT scores overpredicted for males and Asians, Hispanics, and blacks; i.e., the results show that these groups have lower grades than their SAT score would predict. On the other hand, SAT scores underpredicted the grades received by females and whites; i.e., these groups acquired better grades than would be anticipated from their SAT scores (Lynn & Mau, 2001). Because of typically lower SAT Scores of low SES students, they may be encouraged to attend colleges by their friends and lecturers (Walpole, 2003). Higher verbal SAT Scores may let the students attend top institutions, whereas higher quantitative scores would lead them to have a higher college GPA (Walpole, 2003).
Different correlations between test scores and college success have been found by various researchers. Coyle (2015) found a correlation between ACT score and 1st-year academic performance of .38. Boyraz (2015) found a correlation between ACT score and 1st-year academic performance of .22. Although both studies were published in the same year, there was a substantial difference found in the correlation between exam scores and college GPA. This difference in the correlations found suggest it may be fruitful to seek variables that moderate the relationship. Publication status seems associated with differences in correlations found for the same exam type with studies conducted in the same year. For example, in one of the published studies (Sinha, 2011) the correlation was .59. However, in an unpublished study (Romeo, 2011), the correlation was .21. As a result, exam type (SAT/ACT) and publication status (published/unpublished) were included in the present study as potential moderators of effect size.

Meta-analysis is defined as the application of statistical procedures used to collect findings of empirical findings of individual studies to integrate and evaluate them (Wolf, 1986). For this reason, meta-analysis was an invaluable research tool for this study.

Research Questions

The main research questions were:

1. Are SAT (Scholastic Aptitude Test) and ACT (American College Testing) scores predictive of college success? What is the mean correlation between exam score (combining SAT and ACT) and college GPA?
2. Are publication status (published or unpublished) and exam type (SAT or ACT) significant moderators of the predictive validity of exam score for college GPA?
Chapter Two: Method

The data were collected by searches of Academic Search Complete, ERIC, PsycINFO, and Google Scholar. Studies were identified which had correlations between SAT/ACT tests and academic success. Results of \( t \)-tests or ANOVA were converted to a Pearson’s correlation coefficient. Package Metafor (R) was used to calculate effect sizes from studies. Microsoft Excel was used to convert scores from \( t \)-tests or ANOVA to correlation. Publication status and test type were used for moderator analyses. Converting \( t \)-tests and ANOVA to \( r \) obtained by the formulas:

\[
    r = \sqrt{\frac{t^2}{t^2 + df}} \quad (1)
\]

\[
    r = \sqrt{\frac{F}{F + df}} \quad (2)
\]

Instruments

The SAT I was created in the racist eugenics action goes to the 1920s. As a psychometrician working on the Army Alpha Test (an "IQ" test used with World War I enlistees that was utilized to legitimize racial sorting), Carl Brigham, was given a job by ETS to develop a test to separate more intelligent students from the others for college
education in 1925 (Perez, 2002). ACT started to become a popular and useful exam in 1959. At the time, it was the third major manufactured admission test. The ACT, made by E.F. Lindquist (who likewise outlined the Iowa Test of Basic Skills) and Ted McCarrel, was first planned to rival the SAT I (Perez). According to the test’s manufacturer, there is a significant difference between the ACT and the SAT I. It is that ACT was very close to the classroom curriculum. The ACT Assessment was not an IQ test or relevant to IQ tests. On the contrary, the ACT questions are linked to classroom learning (Perez). ACT, Inc. states that by using the ACT scores, it is possible to measure high schoolers’ general education outcomes and possibility of completion college education work. As an exam, the SAT is created by the College Board, a for-profit corporation. It is administered for the College Board by the Educational Testing Service. Although the original design of SAT I was not a good match for higher school curriculum, thanks to the adjustments done in 2016, the SAT now has a very close relationship with high school curricula.

One of these two exams’ scores, SAT and ACT is a requirement of almost all college and universities’ application processes. The institutions believe that these exams give them information about the students’ readiness to the college education and future success (Schneider & Dorans, 1999). In general, SAT and ACT scores of most students are very close (Schneider & Dorans). The College Board’s research shows that there is a strong correlation between these two exams, with the range of $r = .89$ to $.92$. On the other hand, their focus areas are not similar. While SAT focuses on verbal and mathematical skills, ACT focuses on the high school curriculum (Schneider & Dorans). The strong relationship between these exams’ scores could be because of having a similar format.
They are timed, multiple-choice tests normed on national samples of students (Perez, 2002). If a student does not have the ability to use the limited time efficiently, s/he cannot demonstrate his/her real abilities in the final score. For example, research has shown that the timed exams create disadvantages for the female students and the students whose first language is other than English (Perez). The findings of such research may explain why females get higher grades in high school and college exams, whereas they get lower SAT and ACT scores (Perez).

Predictive validity refers to how accurately a test can predict some future outcome such as academic success (Green, 1991). Tests, for example, the Graduate Record Examination or the Scholastic Aptitude Test, are intended as predictors of academic success at the graduate and undergraduate levels, respectively. If the test has more support for validity, it has a higher correlation with the outcome measure. Factors affecting the value of a predictive validity coefficient include the time between measurement of the predictor (the test) and the outcome. Prediction tends to be more accurate over shorter than over longer time periods. A second factor is whether the test is used for selection purposes. If so, those persons not selected would be unavailable for assessment on the outcome measure. This preselection is likely to reduce the variance of scores and so reduce the predictive validity. This reduced variance is called restriction of range. Restriction of range occurs whenever design or circumstances abbreviate the values of one or both variables being correlated, and participants are intentionally excluded from the study because of having a lower score than a certain criterion (Weber, 2001).
The ACT is an exam which includes 215 multiple-choice questions to complete in 3 hours and 30 minutes. It also has a short break ("The ACT Test Help and Frequently Asked Questions," n.d.). The ACT is used to measure students’ academic success in English, Math, Reading, and Science. Students’ scores are created by counting the correct answers. The incorrect answers do not have any effect on the score. ACT Composite Score is from 1 to 36 (average of four test scores).

The SAT is 3 hours plus 50 minutes for the optional essay. The essay had a separate score in March 2016. The score is created based on correct answers. No penalty is given for incorrect answers ("The ACT Test Help and Frequently Asked Questions," n.d.). The SAT Math section has 58 items in 1 hour and 20 minutes. The Evidence-Based Reading and Writing Reading Test include 52 items with the time limit of 65 minutes; the Writing, and Language Test has 44 items, in 35 minutes. The Essay section is optional and takes 50 minutes. Scaled scores range from 200 to 800 for Evidence-Based Reading and Writing; 200 to 800 for Math; and from 2 to 8 for the Essay.

**Searching Scope**

The first strategy was to use Summon@DU to identify potential studies for inclusion in the meta-analysis. The second strategy was searching specific databases. Academic Search Complete and Eric (ProQuest) were relevant databases for finding studies about college admission. After identifying studies, Google Scholar and the Web of Science were useful for forward and backward citation searching. The main inclusion criterion was reporting a correlation between tests and academic success; if a t-test or ANOVA result was provided, it was converted to a correlation.
Lastly, advanced searching was used to get added relevant results. Use of Boolean operators is the best approach to advanced searching in databases. Starting from general search by using keywords (GPA, SAT, ACT e.g.), then “AND,” “OR,” “NOT” Boolean operators were used to get more accurate results. At the same time, the asterisk (*) was used as a truncation symbol for extending specific words. For example, predict* retrieved these words: prediction, predictive, predictor, predicting.

**Inclusion Criteria**

- The first inclusion criteria were articles must be either published studies or grey literature (reports, working papers, theses, dissertations, government documents) from between 1990 and 2016 written in English.
- Appropriate studies must describe the relationship between test scores and college success. Eligible studies must have quantitative results and sample sizes.
- Studies need to have the correlation between test score (ACT, SAT) and college GPA or a t-test, ANOVA, or chi-square statistic.

**Exclusion Criteria**

- Studies were excluded if they were published before 1990.
- Studies which did not have a relational statistic between SAT or ACT score and College GPA were excluded.
- Qualitative studies, which did not have descriptive statistics and correlations or \( t \)-test, ANOVA, or chi-square statistics, were excluded.

See Appendix A for a flowchart of the search process and Appendix C for citations of included studies.
Publication bias

In areas where selectivity exists, a synthesis based on only the published results may be biased. The use of prospective registries of studies to be included in systematic reviews has been suggested (Berlin & Ghersi, 2005) because it provides an unbiased sampling frame for the elimination of publication bias. Carrying out as comprehensive a search as possible when obtaining literature for a synthesis will help minimize the influence of publication bias. In particular, this may involve searching the gray literature for studies not formally published (Cooper, Hedges, & Valentine, 2009). The researcher searched unpublished sources such as reports, books, and dissertations.

Methods for identifying publication bias

First, the funnel plot was used to tested for publication bias. The expectation is that the plot should appear symmetric on the distribution of effect sizes and funnel-shaped if no bias is present. It is essentially a scatterplot of measure of study size against a measure of effect size (Cooper, Hedges, & Valentine, 2009). If publication bias is present, we might expect some suppression of smaller, unfavorable, and nonsignificant studies that could be identified by a gap in one corner of the funnel and hence could yield asymmetry in the plot (Cooper, Hedges, & Valentine, 2009).

Another method used to address publication bias is the Fail Safe N method. Both Rosenthal’s (1979) and Orwin’s (1983) approach were implemented in assessing the impact of publication bias. This method considers the question of how many new studies are required to bring the overall treatment effect to non-significance (Rosenthal). Trim and Fill is another method that was used for addressing the problem of publication bias.
In this method, smaller studies are omitted until the funnel plot is symmetrical (trimming). The trimmed funnel plot is used to estimate the true “center” of the funnel, and then the omitted studies and their missing “counterparts” around the center are replaced (filling). This provides an estimate of the number of missing studies and an adjusted treatment effect, including the “filled” studies (Sterne, Egger, & Smith, 2001). Lastly, the researcher used Egger’s linear regression. A test of the null hypothesis that $\beta_0 = 0$ (no funnel plot asymmetry) can be derived from the usual regression output produced by statistical packages (Rothstein, Sutton, & Borenstein, 2006).

**Analysis**

For analyzing data, the Package Metafor (R) was used. Microsoft Office Excel was utilized for converting values that were not presented in a regular format (e.g., t-, F-statistic) to a correlation. First, the data file was input in CSV format. Next, the appropriate statistic was selected in Package Metafor (R). Then, heterogeneity was checked. According to whether there was significant heterogeneity or not, the theoretical argument for how to treat effect sizes was chosen (fixed effect, random effect). After that, the effect was computed. The effect size shows the relationship between the predictor (SAT, ACT), and the outcome (GPA). Finally, moderator analysis was performed by publication status and exam type before tests were implemented to find publication bias.
Chapter Three: Results

In this chapter, the researcher provides the results of the meta-analysis exploring the predictive validity of students’ SAT and ACT scores for GPA. First, a description of the studies is presented. Then, the findings of the meta-analysis are displayed. The results of the heterogeneity test, moderator analyses, and publication bias are then provided. The meta-analysis was conducted using the Package Metafor®. Also, SPSS, Excel, and Comprehensive Meta-Analysis (CMA; Borenstein et al., 2005) were employed to create figures and tables.

Search Results

To identify relevant studies, the researcher searched specific databases. Studies were mainly gathered from Academic Search Complete and ERIC (ProQuest) databases. Moreover, other ProQuest and EBSCOhost databases were checked to get relevant studies. Dissertations and Theses (ProQuest) was helpful to obtain dissertations. Also, Google Scholar and Web of Science were used for forward and back citation searching.

First, the researcher used a general search. Key search terms included (SAT, Scholastic Aptitude Test, ACT, American College Testing, GPA, Grade Point Average, college success, predict*, correlate*). After getting more than a thousand results, the researcher looked for key terms on titles and abstracts. Four hundred seventy-six studies
were collected after duplicate studies were removed. Finally, 48 studies were selected for
the quantitative analysis.

The researcher obtained 60 effect sizes from the 48 studies. Table 1 lists the
included studies. Eight studies had more than one effect size. For example, the researcher
retrieved four effect sizes from Chowdhury’s (2013) study. Table 1 displays studies in
alphabetical order by first author's last name. Table 1 also lists studies’ sample size and
the correlation used to calculate the effect size. Moreover, every study has publication
status and exam type listed, which are the two variables used in the moderator analysis.

Table 1. Included Studies

<table>
<thead>
<tr>
<th>Study Year</th>
<th>Sample Size (N)</th>
<th>Effect Size (r)</th>
<th>Publication Status</th>
<th>Exam Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baker</td>
<td>2016</td>
<td>390</td>
<td>0.42</td>
<td>published</td>
</tr>
<tr>
<td>Bardi</td>
<td>2011</td>
<td>91</td>
<td>0.26</td>
<td>published</td>
</tr>
<tr>
<td>Berry</td>
<td>2009</td>
<td>165781</td>
<td>0.357</td>
<td>published</td>
</tr>
<tr>
<td>Boyraz</td>
<td>2015</td>
<td>484</td>
<td>0.22</td>
<td>published</td>
</tr>
<tr>
<td>Brian</td>
<td>2002</td>
<td>4871</td>
<td>0.265</td>
<td>unpublished</td>
</tr>
<tr>
<td>Carolyn</td>
<td>1994</td>
<td>386</td>
<td>0.36</td>
<td>published</td>
</tr>
<tr>
<td>Chowdhury</td>
<td>2013</td>
<td>92</td>
<td>0.44</td>
<td>published</td>
</tr>
<tr>
<td>Chowdhury-2</td>
<td>2013</td>
<td>105</td>
<td>0.29</td>
<td>published</td>
</tr>
<tr>
<td>Chowdhury-3</td>
<td>2013</td>
<td>57</td>
<td>0.39</td>
<td>published</td>
</tr>
<tr>
<td>Chowdhury-4</td>
<td>2013</td>
<td>69</td>
<td>0.49</td>
<td>published</td>
</tr>
<tr>
<td>Combs</td>
<td>2001</td>
<td>383</td>
<td>0.37</td>
<td>unpublished</td>
</tr>
<tr>
<td>Conard</td>
<td>2005</td>
<td>289</td>
<td>0.28</td>
<td>published</td>
</tr>
<tr>
<td>Coyle</td>
<td>2008</td>
<td>161</td>
<td>0.29</td>
<td>published</td>
</tr>
<tr>
<td>Coyle</td>
<td>2015</td>
<td>1174</td>
<td>0.38</td>
<td>published</td>
</tr>
<tr>
<td>Coyle-2</td>
<td>2008</td>
<td>88</td>
<td>0.22</td>
<td>published</td>
</tr>
<tr>
<td>Coyle-2</td>
<td>2015</td>
<td>1094</td>
<td>0.34</td>
<td>published</td>
</tr>
<tr>
<td>Coyle-3</td>
<td>2008</td>
<td>980</td>
<td>0.35</td>
<td>published</td>
</tr>
<tr>
<td>Coyle-4</td>
<td>2008</td>
<td>898</td>
<td>0.33</td>
<td>published</td>
</tr>
<tr>
<td>Cutrona</td>
<td>1994</td>
<td>418</td>
<td>0.28</td>
<td>published</td>
</tr>
<tr>
<td>Author</td>
<td>Year</td>
<td>SAT/ACT Score</td>
<td>Type</td>
<td>Test</td>
</tr>
<tr>
<td>-------------------</td>
<td>------</td>
<td>---------------</td>
<td>---------</td>
<td>-------</td>
</tr>
<tr>
<td>DeBerard</td>
<td>2004</td>
<td>0.3</td>
<td>published</td>
<td>SAT</td>
</tr>
<tr>
<td>Gibb</td>
<td>2002</td>
<td>0.46</td>
<td>published</td>
<td>SAT</td>
</tr>
<tr>
<td>Guerrero</td>
<td>2000</td>
<td>0.244</td>
<td>unpublished</td>
<td>SAT</td>
</tr>
<tr>
<td>Haemme-Fem</td>
<td>2012</td>
<td>0.39</td>
<td>published</td>
<td>ACT</td>
</tr>
<tr>
<td>Haemmer-mal</td>
<td>2012</td>
<td>0.25</td>
<td>published</td>
<td>ACT</td>
</tr>
<tr>
<td>Hollomon</td>
<td>1995</td>
<td>0.14</td>
<td>unpublished</td>
<td>ACT</td>
</tr>
<tr>
<td>House</td>
<td>1997</td>
<td>0.211</td>
<td>published</td>
<td>ACT</td>
</tr>
<tr>
<td>Jackson</td>
<td>2003</td>
<td>0.33</td>
<td>published</td>
<td>ACT</td>
</tr>
<tr>
<td>Keiser</td>
<td>2015</td>
<td>0.28</td>
<td>published</td>
<td>ACT</td>
</tr>
<tr>
<td>Keiser-2</td>
<td>2015</td>
<td>0.36</td>
<td>published</td>
<td>SAT</td>
</tr>
<tr>
<td>Kirby</td>
<td>2005</td>
<td>0.46</td>
<td>published</td>
<td>SAT</td>
</tr>
<tr>
<td>Kirby-2</td>
<td>2005</td>
<td>0.26</td>
<td>published</td>
<td>SAT</td>
</tr>
<tr>
<td>Komarraju</td>
<td>2012</td>
<td>0.36</td>
<td>published</td>
<td>ACT</td>
</tr>
<tr>
<td>Kraft</td>
<td>2014</td>
<td>0.4</td>
<td>published</td>
<td>SAT</td>
</tr>
<tr>
<td>Lindley-2</td>
<td>2002</td>
<td>0.43</td>
<td>published</td>
<td>ACT</td>
</tr>
<tr>
<td>Marsh</td>
<td>2008</td>
<td>0.44</td>
<td>published</td>
<td>SAT</td>
</tr>
<tr>
<td>Marsh-2</td>
<td>2008</td>
<td>0.43</td>
<td>published</td>
<td>ACT</td>
</tr>
<tr>
<td>Mullen</td>
<td>1995</td>
<td>0.44</td>
<td>unpublished</td>
<td>ACT</td>
</tr>
<tr>
<td>Myers-Black</td>
<td>1992</td>
<td>0.26</td>
<td>unpublished</td>
<td>ACT</td>
</tr>
<tr>
<td>Myers-White</td>
<td>1992</td>
<td>0.53</td>
<td>unpublished</td>
<td>ACT</td>
</tr>
<tr>
<td>O'Malley</td>
<td>1996</td>
<td>0.39</td>
<td>unpublished</td>
<td>SAT</td>
</tr>
<tr>
<td>Paszczyk</td>
<td>1994</td>
<td>0.21</td>
<td>unpublished</td>
<td>ACT</td>
</tr>
<tr>
<td>Patton</td>
<td>1998</td>
<td>0.18</td>
<td>unpublished</td>
<td>ACT</td>
</tr>
<tr>
<td>Pettijohn</td>
<td>1995</td>
<td>0.41</td>
<td>unpublished</td>
<td>ACT</td>
</tr>
<tr>
<td>Redding</td>
<td>1999</td>
<td>0.52</td>
<td>unpublished</td>
<td>ACT</td>
</tr>
<tr>
<td>Robbins</td>
<td>2010</td>
<td>0.154</td>
<td>unpublished</td>
<td>ACT</td>
</tr>
<tr>
<td>Romeo</td>
<td>2011</td>
<td>0.21</td>
<td>unpublished</td>
<td>SAT</td>
</tr>
<tr>
<td>Romeo</td>
<td>2013</td>
<td>0.21</td>
<td>published</td>
<td>SAT</td>
</tr>
<tr>
<td>Royalty</td>
<td>1994</td>
<td>0.16</td>
<td>unpublished</td>
<td>ACT</td>
</tr>
<tr>
<td>Schlenker</td>
<td>2013</td>
<td>0.39</td>
<td>published</td>
<td>SAT</td>
</tr>
<tr>
<td>Schmitt</td>
<td>2009</td>
<td>0.539</td>
<td>published</td>
<td>SAT</td>
</tr>
<tr>
<td>Seymour</td>
<td>1994</td>
<td>0.197</td>
<td>published</td>
<td>ACT</td>
</tr>
<tr>
<td>Shepperd</td>
<td>1993</td>
<td>0.4</td>
<td>published</td>
<td>SAT</td>
</tr>
<tr>
<td>Singleton</td>
<td>2009</td>
<td>0.48</td>
<td>published</td>
<td>SAT</td>
</tr>
<tr>
<td>Sinha</td>
<td>2011</td>
<td>0.59</td>
<td>published</td>
<td>SAT</td>
</tr>
<tr>
<td>Strang</td>
<td>2013</td>
<td>0.467</td>
<td>published</td>
<td>SAT</td>
</tr>
<tr>
<td>Valencia</td>
<td>1991</td>
<td>0.51</td>
<td>unpublished</td>
<td>ACT</td>
</tr>
<tr>
<td>Wagerman</td>
<td>2007</td>
<td>0.25</td>
<td>published</td>
<td>SAT</td>
</tr>
<tr>
<td>Westrick</td>
<td>2015</td>
<td>0.38</td>
<td>published</td>
<td>ACT</td>
</tr>
<tr>
<td>Zeng</td>
<td>2002</td>
<td>0.31</td>
<td>unpublished</td>
<td>ACT</td>
</tr>
<tr>
<td>Ziomek</td>
<td>1996</td>
<td>0.42</td>
<td>unpublished</td>
<td>ACT</td>
</tr>
</tbody>
</table>
Results of Meta-Analysis

Results are presented as follows: effect size using both fixed effects and random effects models are presented followed by the forest plot to provide a summary of individual studies and a radial plot to represent aggregate data. Then moderator analyses results are provided for publication status and exam type. Lastly, funnel plots, Fail Safe N method results, and Trim and Fill method results are presented to indicate the problem of publication bias.

Effect Size

In this study, the first question was: are SAT (Scholastic Aptitude Test) and ACT (American College Testing) scores predictive of college success? What is the correlation between exam score (combining SAT and ACT) and college GPA?

The researcher computed 60 effect sizes to answer the first question. According to the fixed effect model, a statistically significant relationship between exam scores and college success was realized. Exam scores are predictive of college success. The average effect size was \( ES = 0.38, k = 60, p < 0.001, \) standard error = .0015. The fixed effects model makes sense if there is the reason to believe that all the studies are functionally identical, and the goal is to compute the common effect size, which would then be summed up to different cases of this same populace (Borenstein, Hedges, & Rothstein, 2007). The random effects model aims to point out the mean of a distribution of effects, not to estimate only one trues. In the random effects model, small studies cannot be discounted by giving them small weights. Although that study’s estimate may be
imprecise, it is still useful because of being the only study which provides an estimate (Borenstein). Also, studies have more balance under a random effects model. Under the fixed effects model, larger studies share most of the total weight. Under the random effects model, extreme studies is related to their sizes. If they are large, they lose their effects, whereas if they are small, they gain influence.

In this study, because of two main reasons, the researcher adopted a random effects model. First, due to heterogeneity of variance, $Q > \chi^2 (k-1)$, the null hypothesis of homogeneity of effect sizes was rejected, $Q (59) = 930.19, p < .0001$. When the null hypothesis of homogeneity of effect size is rejected by finding a statistically significant $Q$ statistic, adopting a random effects model is an option. However, this practice may not encourage us, because we should use the random effects model to understand whether there is a common effect size for all the studies or not, instead of focusing on the statistical test’s outcome (Borenstein, 2009). Also, in this study, two studies had large sample sizes. Under the fixed effects model, they were more heavily weighted. The researcher wanted to get more balance to share relative weight based on sample size. If the published literature is used to collect useful studies, the random effect model becomes more appropriate (Borenstein, 2009). In this study, 70% of the studies were published.

With the random effects model, there was also a small average correlation between exam scores and college success, $r = .36, p < .001$, standard error = .0166. Homogeneity of effect sizes was violated as with the fixed effects model, $Q (59) = 930.19, p < .0001$. 
Exam scores were predictive of college success. The confidence interval was (.32, .39). When comparing the fixed effects model confidence interval (.3821, .3880), because of the standard error differences the random effects model had a wider confidence interval.

**Forest Plot**

A forest plot indicates the point estimate of studies with their confidence intervals and also shows the overall effect size. A forest plot represents uncertainty and the summary effect and indicates the extent to which each study contributes to the overall result (Cooper, Hedges, & Valentine, 2009). The diamond in Figure 1 represents the summary effect size at the bottom of the plot. The plot provides some meaningful data on the statistics which allow us to make correct interpretations and shows anomalies like attention required outliers (Borenstein, 2005). Before starting to use the funnel plot and statistical tests to figure out biases, most researchers generate a forest plot to get a visual idea of the effect size for the study (Borenstein). In this study, the researcher obtained two forest plots to compare fixed effect and random effect models. Figure 1 exhibits the forest plot for the random effects model; Figure 2 presents the forest plot for the fixed effects model. One of the main differences between random effects and fixed effects models is the studies’ relative weight. The fixed effects model contains a wide range of weights (as reflected in the size of the boxes) whereas there is a narrow range of weights under the random effects model (Borenstein, 2009). For example, to compare large and small studies under both models, one of the largest studies (Berry, 2009) has two times the weight of Baker’s (2016) study under the random effects model. On the other hand,
under the fixed effects model, Berry (2009) has 410 times the weight of Baker (2016). The fixed effects model had a larger effect size (ES = .38) than the random effects model (ES = .36). In this study, the confidence band for 39 studies intersected the mean effect size, while 21 studies did not intersect the mean effect size under the random effects model. Under the fixed effects model, 39 studies intersected the mean effect size as well.
Figure 1. Forest Plot of Effect Sizes (Random Effects)
Figure 2. Forest Plot of Effect Sizes (Fixed Effects)
Radial Plot

Galbraith’s radial plot is an alternative way to visualize results of the meta-analysis. Galbraith plots are used to facilitate examination of heterogeneity which also covers the detection of outliers (Cabrera & Higgins, 2010). The data are presented in the middle of the figure with the inverse of the standard error of the x-axis and the standardized estimate on the y-axis; a two-unit change in the standardized estimate is equivalent to the 95% confidence interval (Cooper, Hedges, & Valentine, 2009). In the radial plot, the larger studies are located on the y-axis. The reason for getting different radial plots under fixed effects and random effects models is their formula. The random effects model adds the estimate of the between-studies variance (τ²). As a result, under the fixed effects model large studies are separate from other studies. However, under a random effects model, studies scatter more closely to each other. Also under the random effects model, detecting outliers are easier than under the fixed effects model. Figures 3 and four present the radial plots, the inverse of the standard error of the x-axis and the standardized estimate as the y-axis in 95% confidence interval (Cooper, Hedges, & Valentine). Under the fixed effects model, because of the relative weight, the big studies suppressed standardized estimate scores. In contrast, under random effects model studies, relative weights are more stable. The big studies did not suppress the standardized estimate score. The range of standardized estimates is wider.
Figure 3 Radial Plot (Random Effects)

**Moderator Analysis**

In this study, the second question was: are exam type (SAT and ACT) or publication status (published or unpublished) moderators of the relationship between exam score and GPA?

The null hypothesis that the effect size values are homogeneous was not rejected. There was no statistically meaningful difference in effect size by publication status. See Appendix B for details of this moderator analyses.

Exam type was another moderator. Under the random effects model the Q statistic also was significant ($X^2(1) = 4.77, p < 0.05$). There was a significant difference
between SAT and ACT in predicting college GPA. However, the effect sizes were quite similar: the correlation for ACT was .3271 and for SAT it was .3573 (random effects model).

**Publication Bias**

In order to assess the impact of publication bias, unpublished studies can be included in the meta-analysis and can be compared regarding whether these unpublished studies have smaller effect sizes than published ones (Card, 2015). If the researcher does not realize any differences between these two different study types, this means there is no evidence of publication bias (Card).

For meta-analysis, publication bias is one of the biggest problems. When researchers find null results, they are less likely to publish their studies. Publication bias shows its effect on the conclusion if the published literature is not representative of studies on the topic, in that the available results likely show a stronger overall effect size than if all studies were considered (Card, 2015). Searching grey literature (dissertations, reports) is one of the solutions to avoid publication bias. Three different approaches to examining publication bias were used in this study (Funnel Plots, Fail Safe N, and Trim and Fill).

**Funnel Plot**

A funnel plot is a graphic way of detecting publication bias. The funnel plot is a scatterplot of the effect sizes found in studies about their sample size (Card, 2015). If there is no publication bias, sampling error occurs randomly, because the studies are
distributed symmetrically about the mean effect size (Borenstein, 2009). If publication bias is present, we might expect some suppression of smaller, unfavorable, and nonsignificant studies that could be identified by a gap in one corner of the funnel and hence could yield asymmetry in the plot (Cooper, Hedges, & Valentine, 2009). Figure 5 shows that there was no asymmetry in the plot. The researcher did not detect publication bias in this study. Although the plot looks symmetrical, some studies appear to be outside the funnel. It is common to see that large studies seem over the top of the graph and aggregate around the mean effect size, whereas the smaller studies seem at a lower level of the top of the graph and spread around the mean effect size (Borenstein, 2009). Normally the increase in the sample size has a negative correlation with standard error, and the expectation is their location should observe close to the mean effect size. Studies spread out over large areas, and some studies are located out of the funnel plot. The researcher compared four articles whose funnel plots look like this funnel plot to check any problems with the funnel plot. According to Leta, Alemayehu, Seyoum, and Bezie (2016), this type of funnel plot did not suggest the existence of publication bias. It shows the large degree of heterogeneity among studies.
Fail-safe N Calculation Using the Orwin Approach

Orwin’s (1983) approach is an alternative for a Fail-Safe N calculation. In this approach, the fail-safe number ($N_{ES}$) would tell us how many excluded studies with an average effect size of zero would be needed before the true effect size would be reduced to the smallest meaningful effect size (Card, 2015). In this research, 61 missing studies bring the overall effect to a specified level of .18. Metafor provided a target effect size by dividing the mean effect size in half. Another target effect size could have been determined, according to Cohen (1969). When the determined target effect size is lower than target effect size, the number of missing studies will increase.

Figure 4. Funnel Plot of Random Effect Size Values by Standard Error
Fail-safe N Calculation Using the Rosenthal Approach

The Fail Safe N method considers the question of how many new studies averaging a null result are required to bring overall treatment effect to non-significance (Rosenthal, 1979). Rosenthal’s approach determines the number of unpublished studies, with an average observed effect of zero, there would need to be to reduce the overall z-score to non-significance (Cooper, Hedges, & Valentine, 2009). In this study, when 273,022 missing studies are added, the p-value would be nonsignificant. According to the formula when the \( p \)-value is small, the Fail-safe N is high. When the \( p \)-value is close to a .05 significance level, Fail-safe N is small.

Duval and Tweedie’s Trim and Fill

The key idea behind the funnel plot is that in the absence of bias the plot is symmetric about the summary effect size (Borenstein, 2005). If there are more small studies on the right than on the left, our apprehension is that there might be studies missing from the left. The trim and fill procedure builds directly on this idea by imputing the effect sizes for the missing studies, adding them to the analysis, and then recomputing the effect size (Borenstein, 2005).

Trim and Fill uses an iterative methodology to remove the most extreme studies from the positive side of the funnel plot, recalculating the effect size at each iteration until the funnel plot is symmetric about the new effect size (Borenstein, 2005). In this study, as shown in Figure 6, there are no unfilled circles, and an estimated number of missing studies on the left side is 0.0 (SE = 4.55) under a random effects model. Egger’s and
Kendall’s tests are not significant. If one is significant, there is some evidence of potential bias.

Figure 5. Funnel Plot of Random Effect Size After Trim and Fill
Chapter Four: Discussion

This study addressed two main research questions.

1. Are SAT (Scholastic Aptitude Test) and ACT (American College Testing) scores predictive of college success? What is the mean correlation between exam score (combining SAT and ACT) and college GPA?

2. Are publication status (published or unpublished) and exam type (SAT or ACT) significant moderators of the predictive validity of exam score for college GPA.

After computing 60 effect sizes, an overall effect size of .36 (95% CI = .32 - .39) was determined. The researcher found that there was a statistically significant positive relationship between exam score (SAT, ACT) and college success. Moreover, according to Cohen’s (1992) guidelines, the effect size of .36 is equivalent to a medium to large effect. When predicting students’ academic performance, a small amount of variance (0.36^2) is explained by students’ exam scores. Pritchard and Wilson (2003) claimed no single factor or set of factors (e.g., demographic, academic, social, emotional) predict individual student success. There is a multitude of factors that influences the way students adjust to college. However, exam score was a significant predictor of college success. But, getting low scores on the exams does not necessarily imply a low college GPA will be obtained nor high exam scores imply a high college GPA.
The average effect size was produced for the predictive validity of ACT and SAT scores and college GPA in this study. The results were very close in both random effects (ES=.36) and fixed effects models (ES=.38). In the literature, Keiser (2015) is one of the large current studies about predictive validity of SAT and college GPA. Keiser collected data from more than 50,000 students. An effect size of 0.36 was found by Keiser. Westrick (2015) is the other large current study about predictive validity of ACT and college GPA. He had a sample size of more than 100,000. His effect size was 0.38. When comparing this study and other two different studies, the results are consistent with results found in prior research were random effects and fixed effects model.

Moderator analysis was computed, and the Q statistic was not significant for publication status. Significant differences were not found in effect size between published and unpublished studies. Moderator analysis was also computed for exam type. The Q statistic was significant for exam type. There was a difference between ACT and SAT score in effect size, though the difference was small. According to the College Board’s research, the correlation between SAT and ACT scores ranges from .89 to .92. There is a strong positive correlation between SAT and ACT scores. Although they have some minor differences in test content and test, both exams are good predictors of college success. Students who obtain high scores on the SAT exam, most probably get high scores on the ACT exam. In different states, a different exam is more popular, but almost every four-year college in the US accepts ACT and SAT scores.

This study had limitations. First, the data had a large degree of heterogeneity. One of the hypothesized reasons for heterogeneity was publication status. The researcher
performed a moderator analysis using publication status. However, the researcher did not find a significant result for publication status. Also, included studies represented different types of samples. For example, some studies focused on high academic level students. Their mean standardized scores and mean college GPA’s are higher than in the general population. When the researcher looked at the correlation between exam scores and college GPA for high-GPA samples, lower correlations were found, likely because of range restriction. These studies yielded small correlations. Also, some studies did not represent the whole population. For example, Guerrero’s (2000) study is one of the studies which was located outside of the funnel plot. Guerrero’s (2000) sample size was 1,142, and the \( r \) was 0.244. In his study, about half of the students were Asian. The correlation for Asian students alone was 0.09. Heterogeneity is affected when studies vary in representation of a general population and in sample size. Another reason for the heterogeneity is some large studies had high correlations, and they were located outside of the funnel plot. For example, Schmitt’s (2009) study involved data from different colleges, and this study used corrected GPA to standardize across the different colleges.

**Future Research**

In this study, the researcher assessed the predictive validity of the Scholastic Aptitude Test (SAT) and American College Testing (ACT) overall scores for College GPA. Before searching relevant databases, the researcher wanted to focus on both gender and ethnicity. For example, Lynn and Mau (2001) found that SAT scores were less accurate in predicting the grades of males and Asians, Hispanics, and African Americans. In other words, these groups did not obtain as good grades as would be predicted from
their scores. Conversely, SAT scores were underpredicted grades for females and whites. These groups obtained better grades than would be predicted from their SAT scores (Lynn & Mau, 2001). The researcher searched other studies, which had correlations between SAT/ACT score and college GPA by gender and ethnicity. Unfortunately, not enough studies were found to allow a meta-analysis. In the future, more studies are needed that include gender and ethnicity as variables. Also, exam coaching will be another potential moderator variable for predicting college GPA.
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Appendix A

FLOW CHART


Identification

Records identified through database searching
(n = 890)

Additional records identified through other sources
(n = 43)

Screening

Records after duplicates removed

Records screened by title and by abstract
(n = 476)

Records excluded by title and by abstract
(n = 412)

Eligibility

Full-text articles assessed for eligibility
(n = 64)

Full-text articles excluded, with reasons
(n = 16)

Included

Studies included in quantitative synthesis (meta-analysis)
(n = 48)
Appendix B

Moderator Analysis Results

Results for subgroups (fixed effect model):

<table>
<thead>
<tr>
<th>k</th>
<th>COR</th>
<th>95%-CI</th>
<th>Q</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>I^2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>group = published</td>
<td>42</td>
<td>0.3673</td>
<td>[0.3646; 0.370]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>group = unpublished</td>
<td>18</td>
<td>0.3647</td>
<td>[0.3564; 0.373]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Test for subgroup differences (fixed effect model):

<table>
<thead>
<tr>
<th>Q</th>
<th>d.f.</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Between groups</td>
<td>0.33</td>
<td>1</td>
</tr>
<tr>
<td>Within groups</td>
<td>929.86</td>
<td>58</td>
</tr>
</tbody>
</table>

Results for subgroups (fixed effect model):

<table>
<thead>
<tr>
<th>k</th>
<th>COR</th>
<th>95%-CI</th>
<th>Q</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>I^2</td>
<td></td>
</tr>
</tbody>
</table>
group = act
35  0.3777  [0.3741; 0.3813]  631.86
94.6%

group = sat
25  0.3573  [0.3538; 0.3608]  236.15
89.8%

Test for subgroup differences (fixed effect model):

<table>
<thead>
<tr>
<th>Q</th>
<th>d.f.</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Between groups</td>
<td>62.18</td>
<td>1</td>
</tr>
<tr>
<td>Within groups</td>
<td>868</td>
<td>58</td>
</tr>
</tbody>
</table>

Results for subgroups (random effect model):

<table>
<thead>
<tr>
<th>k</th>
<th>COR</th>
<th>95%-CI</th>
<th>Q</th>
<th>I^2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>group = act</td>
<td>35</td>
<td>0.3271</td>
<td>[0.2939; 0.3595]</td>
<td>631.86</td>
</tr>
<tr>
<td>94.6%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>group = sat</td>
<td>25</td>
<td>0.3573</td>
<td>[0.3481; 0.3948]</td>
<td>236.15</td>
</tr>
<tr>
<td>89.8%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Test for subgroup differences (random effects model):

<table>
<thead>
<tr>
<th>Q</th>
<th>d.f.</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Between groups</td>
<td>4.77</td>
<td>1</td>
</tr>
</tbody>
</table>
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Results for subgroups (random effects model):

<table>
<thead>
<tr>
<th>k</th>
<th>COR</th>
<th>95%-CI</th>
<th>Q</th>
<th>I^2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>[0.3490; 0.3798]</td>
<td>289.66</td>
<td>85.8</td>
</tr>
<tr>
<td>42</td>
<td>0.3645</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>0.3171</td>
<td>[0.2463; 0.3845]</td>
<td>640.19</td>
<td>97.3</td>
</tr>
</tbody>
</table>

Test for subgroup differences (random effects model):

<table>
<thead>
<tr>
<th>Q</th>
<th>d.f.</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.77</td>
<td>1</td>
<td>0.183</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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