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Analyzing Electricity Use of Low Income Weatherization Program Participants
Using Propensity Score Analysis and a Hierarchical Linear Growth Model

Abstract

This evaluation utilized propensity score matching methods and a longitudinal hierarchical linear growth
model to determine the effect of residential energy efficiency upgrade(s) on household electricity use for
the low-income community over the course of a year in the City and County of Denver, Colorado.
Propensity score analysis with risk set matching was performed at each month under analysis applying
nearest neighbor and nearest neighbor with caliper approaches by balancing covariates across the
treatment and control groups. Following the completion of propensity score analysis, the data were
aggregated to form a data set that was used in a hierarchical linear growth model. A hierarchical linear
growth model was used to examine mean differences in electricity use between the treatment groups
after controlling for a set of covariates.

Results indicated that electricity consumption was best predicted with the propensity score matched
subsample. Conditional growth models produced a statistically nonsignificant difference in electricity use
following residential energy efficiency upgrade(s) after controlling for variables such as sex, age, primary
heating fuel, square footage of household, water heater fuel type, number of household members, type of
household, status of home ownership, disability status, race, unworked income, and method of payment.
None of the covariates were statistically significant in predicting electricity consumption for the
subsample. As a final stage of analysis, another longitudinal hierarchical linear model was used with the
entire data set, both matched and unmatched cases, to compare the results across the two data sets. The
results for this model indicated a statistically significant effect of treatment with number of household
members, type of dwelling, and unworked income serving as statistically significant predictors of
electricity use. Since a subsample based on propensity score analysis was to simulate a randomized
control trial, which is considered the gold standard in experimental research, and it is more difficult to
obtain statistically significant results with a smaller sample, the results from this subsample take
precedence over the results obtained from the entire sample.

This evaluation contributes to the fields of energy efficiency and evaluation practice through the
application of propensity score matching algorithms to monthly longitudinal data to be able to accurately
isolate the effect of treatment on the outcome. The results from the propensity score-based sample
highlight the need to utilize techniques, such as propensity score matching to control for confounding
variables in a quasi-experimental study. This evaluation demonstrates that in the absence of these types
of selection techniques, results could be biased. Finally, the results have informed the direction of future
research and focus areas at the local level for analyzing energy efficiency programs for a low-income
population.
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Abstract

This evaluation utilized propensity score matching methods and a longitudinal
hierarchical linear growth model to determine the effect of residential energy efficiency
upgrade(s) on household electricity use for the low-income community over the course of
a year in the City and County of Denver, Colorado. Propensity score analysis with risk
set matching was performed at each month under analysis applying nearest neighbor and
nearest neighbor with caliper approaches by balancing covariates across the treatment
and control groups. Following the completion of propensity score analysis, the data were
aggregated to form a data set that was used in a hierarchical linear growth model. A
hierarchical linear growth model was used to examine mean differences in electricity use
between the treatment groups after controlling for a set of covariates.

Results indicated that electricity consumption was best predicted with the
propensity score matched subsample. Conditional growth models produced a statistically
nonsignificant difference in electricity use following residential energy efficiency
upgrade(s) after controlling for variables such as sex, age, primary heating fuel, square
footage of household, water heater fuel type, number of household members, type of
household, status of home ownership, disability status, race, unworked income, and
method of payment. None of the covariates were statistically significant in predicting

electricity consumption for the subsample. As a final stage of analysis, another
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longitudinal hierarchical linear model was used with the entire data set, both matched and
unmatched cases, to compare the results across the two data sets. The results for this
model indicated a statistically significant effect of treatment with number of household
members, type of dwelling, and unworked income serving as statistically significant
predictors of electricity use. Since a subsample based on propensity score analysis was
to simulate a randomized control trial, which is considered the gold standard in
experimental research, and it is more difficult to obtain statistically significant results
with a smaller sample, the results from this subsample take precedence over the results
obtained from the entire sample.

This evaluation contributes to the fields of energy efficiency and evaluation
practice through the application of propensity score matching algorithms to monthly
longitudinal data to be able to accurately isolate the effect of treatment on the outcome.
The results from the propensity score-based sample highlight the need to utilize
techniques, such as propensity score matching to control for confounding variables in a
quasi-experimental study. This evaluation demonstrates that in the absence of these types
of selection techniques, results could be biased. Finally, the results have informed the
direction of future research and focus areas at the local level for analyzing energy

efficiency programs for a low-income population.
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Chapter 1: Introduction and Literature Review
Introduction
With steadily rising levels of greenhouse gas (GHG) emissions globally,
nationally, and locally, authorities are pressed to implement programs that promote and
sustain energy efficient practices. The general public as well as public officials have a
role to play in reducing energy consumption. In doing so, individuals would benefit by
saving on their monthly energy costs. According to the U.S. Energy Information
Administration (2013), in 2012, the U.S. residential sector accounted for 22% of the
country’s total primary energy consumption and about 20% of its total GHG emissions.
In 2011, 71% of residential sector emissions were attributable to electricity consumption
for operating appliances, lighting, heating, and cooling (US Department of State [DOS],
2014). National U.S. Laboratories, states, and cities have been tasked to perform
evaluations of energy efficiency programs to identify best practices and recommendations
on energy efficiency practices to consumers. An often-overlooked population for energy
use reduction is low income households within the residential sector (Murray & Mills,
2014). Low income households are particularly vulnerable to energy costs and programs
aimed to assist this population are especially important to ensure their energy security.
While there was a comprehensive national evaluation of the Weatherization Assistance

Program (WAP) by the Department of Energy and associates, evaluations at the city and
1



county levels are rare. This evaluation is important because it is one of the first
evaluations conducted at the local city and county level and provides useful outcomes
and recommendations to a local government agency.

To date, the Low Income Home Energy Assistance Program (LIHEAP) is the
only federal program that has been designed to assist the poor with household energy
costs. LIHEAP is a block program that was established through Title XX VI of the
Omnibus Budget Reconciliation Act of 1981 (Kaiser & Pulsipher, 2003). This program
is administered by the U.S. Department of Health and Human Services (HHS) which uses
funds to assist eligible households in paying a portion of their energy costs. Another
federal program, with similar eligibility criteria, the Weatherization Assistance Program
(WAP) is administered by the U.S. Department of Energy (DOE). The WAP assists low-
income consumers including the elderly, persons with disabilities, and children by
weatherizing households and implementing health and safety precautions (Tonn et al.,
2003). Since this study was community - focused, Xcel-sponsored Low - Income
Weatherization Program (LIWP) was examined in the analysis. LIWP is a free
weatherization service for low-income customers aimed to reduce participants’ energy
bills. Xcel Energy partners with Energy Outreach Colorado, a local non-profit whose
goal is to lower energy bills through customized weatherization services. This study
focused on LIHEAP participants’ evaluation of energy efficiency upgrade(s) and its

impact on electricity consumption in kilowatt hours (kWh) for low - income households.



Statement of the Problem

Most of the increase in GHG emissions in the atmosphere over the course of the
last 150 years have been the result of human activities. In the U.S., the main source of
GHG emissions is from burning fossil fuels for electricity, heat, and transportation needs.
GHGs function by trapping heat and making the planet unseasonably warm. In the
growing world population, GHG emissions are widespread and cause climate change
(DOS, 2014). There is a need to study programs that improve energy efficiency in
residential households, particularly in low - income households, to determine whether
energy efficiency practices result in energy savings and, thus, reduce air pollutants.
Weatherization programs, and to a larger extent LIHEAP, have received little attention
from political scientists and social scientists regarding their effectiveness to address the
needs of low-income consumers. The implications from these programs and their impact
for public policy regarding energy cost support to low-income households have not been
thoroughly discussed. One-third of all workers in the U.S. earn wages that place their
income below the poverty level (Carnevale & Rose, 2001). This portion of the U.S.
population is especially in need of social programs to support its well-being and to avoid
poverty. There is a scarcity of studies that focus on the effects of retrofit interventions on
energy use in low-income residential households. In this study, the segment of the
population who were enrolled in LIHEAP and LIWP were evaluated to determine
whether (if at all) energy efficiency upgrades impact electricity use of low - income
households. Households are eligible to participate in both programs, and for this

evaluation all households were enrolled in both LIHEAP and LIWP. This evaluation



focused on the impact of LIWP energy efficiency upgrades on low - income households’

electricity use.

Purpose of the Study

It is imperative to define explicit goals for the evaluation of a program at the start
(Fitzpatrick et al., 1997). The primary purpose of this evaluation was to determine
whether there was a statistically significant change in mean electricity consumption in
kWh over the course of a year for low - income households enrolled in Xcel’s LIWP
upgrade(s) in comparison to participants who had not installed the upgrade(s). This
evaluation also examined whether a set of covariates related to the outcome had an
impact on households’ electricity use. Finally, the evaluation extended the application of
propensity score matching analysis and a hierarchical linear growth model in the field of
energy efficiency.

The objectives of this evaluation were three - fold:

(1) Use propensity score matching and a hierarchical linear model to determine
whether mean electricity consumption statistically significantly differs
between households who had not installed upgrade(s) in comparison to
households who had installed the upgrade(s).

(2) Assess whether household-level covariates statistically significantly impact
electricity consumption of LIWP participants.

(3) Compare the results of propensity score matching and hierarchical linear

growth model to analyze longitudinal monthly electricity data and household



level covariates over a period of twelve months with the results obtained from
performing a hierarchical linear growth model without propensity score
matching.

This evaluation applied quantitative statistical methods to draw inferences about
the effectiveness of LIWP to contribute to a change in electricity consumption for low -
income consumers with 12 months of data. In the initial phase, propensity score
matching was performed to create a subsample of low - income households that were
similar on a set of covariates. In the second phase, the data set compiled from propensity
score matching was used to perform hierarchical growth modeling to assess if electricity
use changed between households that had installed energy efficiency upgrades in
comparison to households that had not yet installed them. Then, a new hierarchical
growth model was fit with the entire data set, matched and unmatched cases, to determine
if households’ electricity use changed as compared to results obtained from the previous

propensity score-based model.

Evaluation Questions
The following evaluation questions were used to guide the researcher throughout
this study.
1) Do low-income residential households experience a statistically significant
change in electricity use over the course of a year following participation in LIWP
upgrade(s) in Denver County, CO by implementing propensity score matching

and a hierarchical linear growth model after controlling for covariates, such as



sex, age, primary heating fuel, square footage of household, water heater fuel
type, number of household members, type of household, status of household,
presence of a disability, race, unworked income, and method of payment?

2) How do the results using a subsample of households matched on propensity
scores and using the entire data set (without propensity score matching) compare
in terms of a statistically significant change in electricity consumption over the
course of a year using a hierarchical linear growth model after controlling for
covariates, such as sex, age, primary heating fuel, square footage of household,
water heater fuel type, number of household members, type of household, status
of household, presence of a disability, race, unworked income, and method of

payment?

Hypotheses
The hypotheses formulated for this study are as follows:

1) Hi= Households that participate in LIWP experience a statistically significant
decline in their electricity use in kWh following the installation of upgrade(s)
after controlling for the covariates listed above.

2) H>= A subsample of households that are matched on a propensity score
experience a greater statistically significant decline in electricity consumption as
compared to the entire data set following the installation of upgrade(s) after

controlling for the above covariates.



The first evaluation question was addressed with the application of propensity
score matching analyses including nearest neighbor with a ratio of 1:1 and nearest
neighbor with a caliper value of 0.1 and a hierarchical linear growth model. The second
evaluation question was explored with an implementation of a hierarchical growth model
on the propensity score- based data set that allowed for specification of time, intercept,
and growth parameters. Prior to fitting the hierarchical growth model, exploratory
examination of data was conducted to establish support for this model and provide visual
graphs of the outcome across households that installed upgrades and those that did not.
Then, a hierarchical growth model was applied on the entire data set to compare the
results of the model to that developed in the previous evaluation question. Table 1

provides the reader with definitions of terms used throughout the study.

Table 1

Definition of Terms Relevant to the Study

Term Definition

Balanced Risk Set Matching An entity receives treatment at time ¢ and that
entity is matched to another entity with a
similar set of covariates up to time ¢ that has
not received the treatment up to time ¢.
Marginal distributions of covariates are forced
to be balanced across the matched treatment
and control groups (Li, Propert &
Rosenbaum, 2001).

Energy Efficiency A way of managing and restraining the
growth in energy consumption.




Feedback Effect It is measured in terms of a change in
electricity consumption, in kilowatt-hours
(kWh), based on electricity meter information
before and after the introduction of an
intervention program (U.S. Department of
Energy Office of Project Management
Oversight & Assessments, 2016)

Propensity Score Analysis It offers a useful approach to the analysis of
evaluation data when randomized trials are
not possible or in times when researchers need
to measure treatment effects due to
intervention(s). This procedure assigns
participants to treatment and control group
and matches them on a set of key covariates
which forms a propensity scores based on
distance between the covariates (Guo &
Fraser, 2015).

This dissertation is organized as follows. The literature review that follows this
introduction includes a brief overview of common examples of energy efficiency
practices that have been implemented. It highlights previous research on WAP and
LIHEAP and their impact on consumer energy use. Chapter 1 concludes with the
theoretical framework of propensity score analysis and hierarchical linear growth
modeling and provides background for the method section in Chapter 2. Chapter 2
presents the method used to address the evaluation questions and hypotheses. Chapter 3
reports the descriptive statistics, results of propensity score matching algorithms, and
observations from hierarchical linear growth models. Chapter 4 concludes with main
findings examined through this research study, discussion, strengths and limitations of
the study, and areas of further research. This chapter, also, mentions the value of this
dissertation to the field of research methods and statistics as well as evaluation practice in

energy efficiency.



Literature Review

A literature review provides a background for a research study. The American
Psychological Association (APA) defines literature reviews as “critical evaluations of
material that has already been published” (2016, p. 10). It combines previous literature
reviews, draws comparisons to the current study, and establishes the importance and
significance of the current study.

Worldwide, electricity use accounts for approximately 40% of GHG emissions.
Effective conservation programs have been implemented to reduce GHG emissions and
fossil fuel pollutants (Delmas et al., 2013). Studies that examine the effects of energy
efficiency strategies on energy consumption have been conducted since the 1970s.
Interventions can be divided into two categories: antecedent and consequence techniques
(Abrahamse et al., 2005). Antecedent interventions are those that implement methods
that influence energy reduction prior to embarking on environmental practices at home.
These methods have been proven effective because they use personalized information
that is relevant to a household participating in the environmental intervention. For
example, households that receive individualized information on energy saving practices
or home energy audits tailored to the needs of a home are more likely to reduce their
energy use. However, providing information on its own is not sufficient and other forms
of outreach are necessary (Geller, 1981).

Consequence interventions are actions taken following the energy efficiency
activities by means of providing a consequence which is dependent on the end result. A

common energy efficiency strategy, also a consequence intervention, is called a feedback



effect. Often, it is defined as “any procedure in which subjects are taught to discern their
own behavior through contingent stimulation” (Hayes & Cone, 1981, p. 81). In this
procedure, residents are taught to determine the cost, amount, and use of energy to meet
their energy savings needs. The idea is that by providing households feedback on their
energy savings facilitates further reductions in energy. Hayes and Cone (1981) observed
that households that received monthly feedback reduced electricity use on average by
4.7%, while the control households increased their use by 2.3%. However, studies citing
comparative feedback among neighbors did not show better results than individual
feedback. This is likely due to participants having individual electrical and natural gas
consumption patterns that cannot be meaningfully compared to their neighbors. Overall,
the results have been mixed, with some studies noting positive effects of energy feedback
strategies causing a decrease in consumption levels and others reporting minimal
significant treatment effects.

For example, research by Grenhgj and Thegersen (2011) found that families who
participated in an intervention program that focused on energy feedback effects achieved
an 8.1% reduction in electricity usage against a 0.7% reduction by a comparable control
group. The study concluded with a model for use of feedback systems that allows energy
consumers to connect their everyday actions to their energy consumption. This feedback
tool produced particularly positive effects in terms of energy savings in families with
teenage children. On the other hand, an energy feedback program in the U.K. found only
marginal statistical significance in changes in residential behaviors (Brandon & Lewis,

1999). This study concluded that industrialized societies, such as the U.K., have
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favorable intentions towards conserving the environment, but these intentions are not
always translated into appropriate behaviors. This is due to several factors that include a
lack of opportunities to save, financial costs, and comfort in a chilly climate.

There are many disparities that arise from studies that attempt to assess energy
efficiency of households because they differ in methodological quality and experiment
with different efficiency strategies. Nevertheless, there is an awareness of the detrimental
impacts of GHGs and the benefits of implementing building retrofits to achieve energy
savings (Metz et al., 2007). However, Altan (2010) reports that there is still a general
lack of rigorous methodologies for viable user interventions that consider the
interconnections of social and behavioral factors that affect energy consumption. It has
been extensively reported that influencing household energy consumption is challenging.
This is due to the fact that the level of consumption is heavily dependent on household
behaviors (Kua & Wong, 2012). For example, Kua and Wong examined the
effectiveness of combining three types of instruments of outreach including pamphlets,
stickers, and face-to-face interactions to influence household energy conservation. The
results indicated that self-reported behavioral changes were strongly correlated to the
degree of trust placed in the energy conservation information provided, the ease with
which conservation measures could be implemented, and satisfaction associated with
implementing these measures. When the actual reductions in energy consumption were
examined, 60.7% of participants in the treatment group observed an average reduction of
only 2% in energy use. The discrepancy between self-reported behavior and actual

savings was attributed to interactions with households. Households comprising more

11



than five residents, households having an elderly member above 60 years old or children
aged below 12 years old were less consistent in following the recommended measures.
So, any conservation achieved by the rest of the household members was set back by
family members in these age groups. As such, success or failure of an energy
intervention program is often determined by the household’s characteristics and occupant
consumption patterns.

The barriers to participating in household energy efficiency retrofit programs are
dependent on socio-economic, financial, and personal factors. For example, lack of
knowledge about the extent of energy savings that could be achieved due to retrofits and
relatively low energy prices. The financial piece is tied to education as consumers are
concerned with costs and financing that is required to perform equipment upgrades and
renovations. Personal factors play a role since a decision to upgrade a home is influenced
by one’s aptitudes, attitudes, and availability of information on local contractors and
vendors of materials.

Due to these factors, many programs that aim to encourage households to perform
energy improvements to building stock often include incentives to home owners. These
incentives can be in the form of providing education on home energy evaluation
programs to financial incentives to perform the upgrades. However, these types of
building retrofits require time, effort, and finances from both the household and entities
performing the activities. Stern (1992) reports that program participation rates vary
according to the type and size of financial reward, with larger financial incentives

resulting in greater program participation. As such, there can be many barriers for

12



consumers to adopt energy saving retrofits unless government-administered and

government-sponsored programs are implemented.

Overview of Weatherization Assistance Program
Few studies have examined the costs of energy use for consumers and potential

savings that could be obtained by weatherizing their households. A rise in fuel prices in
the mid to late 1970s prompted U.S. government response with the creation of WAP. In
1979, WAP was authorized by Congress under Title IV of the Energy Conservation and
Production Act and is now funded by the DOE. The purpose of the program, as stated in
the Weatherization Assistance for Low-Income Persons Rule (2001), is to ...increase the
energy efficiency of dwellings owned or occupied by low-income persons, reduce their
total residential energy expenditures, and improve their health and safety...” This
program serves grantees, i.e., 50 states and the District of Columbia, some Indian tribes,
and territories, to increase energy efficiency of households. The grantees transfer grants
to their sub-grantees, such as local weatherization agencies to perform the work.
Historically, households are eligible for WAP if they meet the following criteria: income
at 150% of the federal poverty level or income 60% or less of the state median income
(Tonn et al., 2003). In the past few years, the guidelines were revised and define
eligibility as household income at or below 200% of the federal poverty level (Eisenberg,
2014).

Due to its nature, the program can produce several positive economic effects. It

allows for a demand in labor and materials to implement the program. The program also
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results in a decrease in consumption of primary home heating or cooling fuels, such as
electricity, natural gas, and oil. In theory, the program contributes to an increase in
household income by an amount that would have been used on household’s energy
consumption had there not been any measures installed. To date, the program has
contributed to upgrades of more than 6.9 million homes. Energy efficiency retrofits save
households an average of $437 annually in heating and cooling costs with additional
savings from lighting and appliance upgrades. For every $1 invested in WAP, it returns
approximately $2.51 in benefits to consumers (State of Rhode Island Energy Efficiency
and Resource Management Council, 2016).

In 2009, a stream of funding for the WAP was increased based on the federal
stimulus resources being provided through the American Recovery and Reinvestment Act
(ARRA) 0f 2009. DOE allocated a total of $227.2 million per towards WAP grants to 51
grantees which included the 50 states and the District of Columbia. This study was an
impact evaluation of program outcomes using data from researchers at Oak Ridge
National Laboratory (ORNL) who were joined by a team of independent evaluators
(APPRISE, Dalhoff & Associates, Blasnik & Associates, Energy Center of Wisconsin) to
perform the evaluation (Tonn ef al., 2014). A review of those studies is presented in the
following section.

The primary method of analysis to estimate energy impact as a result of WAP
consists of pre/post treatment research designs with a comparison group. The analyses
used weather normalized utility billing data. Tonn ef al. (2014) explained that the weather

normalization approach led to the estimation of ““...weather-adjusted annual energy
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consumption for each home based on monthly usage data and daily outdoor temperature
using a variable degree day base regression analysis” (p. 25). Total energy savings per
household was calculated as the difference in the normalized annual consumption
between the pre-treatment and post-treatment periods.

For this evaluation for the 2008 program year, nearly 98,000 units were
weatherized, of which 59% were single family homes, 18% mobile homes, 5% small
multifamily homes, and 18% large multifamily buildings (Tonn ef al., 2014). The
primary fuel source for 60% of the weatherized single family homes was natural gas,
followed by 26% bulk fuels, and 14% electricity. Over 50% of upgraded homes were
built before 1980. The evaluation reported that, on average, the clients of WAP were
more likely to be elderly, have a disabled person living in the home, have a child less
than 5 years of age, be a single parent household, and be less healthy as compared to the
general U.S. population. One of the primary goals of the study was to estimate energy
cost savings to consumers based on weatherization of homes. On average, energy cost
savings were 11.9% for single family homes or about $264 per year. Since heating fuels,
such as fuel oil and propane are higher priced than natural gas and electricity, energy cost
savings from these fuels are higher. The results from a nationally representative random
sample of weatherized households and a control group support that weatherization can be
effective in decreasing energy burdens of low-income homes. Post-weatherization, more
participants reported a variety of positive effects including an easier time paying for
utility bills, were less likely to have their electricity or natural gas disconnected, and had

enough funds to both purchase food and pay energy bills monthly. However, even
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following weatherization most households still experienced an energy burden, according

to Tonn et al. (2014).

Findings from a national evaluation of WAP indicate that it is a cost-effective

federal investment. A summary of the studies based on the listed evaluation data for the

2008 program year is provided in Table 2.

Table 2

WAP Evaluation Data and Results Summary for 2008 (Tonn et al., 2014)

Evaluation Data

Housing characteristics and
weatherization measures
installed in about 20,000
households and mobile
homes

Building characteristics and
weatherization measures
installed in 10,000 multi -
family units

Fuel type and occupant
characteristics for about
20,000 households

Electricity and natural gas
billing histories for about
8,000 weatherized homes and
homes from 1000 natural gas
and electric utilities that
were used as a comparison
group

Program implementation
survey data from 50+
grantees and about 900 sub-
grantees

Impact Evaluation
Outputs
Approximately 35 million
households were eligible

for WAP in 2008

WAP funds supported
upgrades of 97,965 units
with 59% single family,
18% mobile homes, and
23% multi-family

DOE total expenditures on
WAP were $236,000,000

The average cost to
weatherize a unit was
$4,695

WAP and leveraged
expenditures supported
8,500 jobs and increased
national economic output
by $1.2 billion
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Outcomes

Estimated first year program
energy savings were 2,270,000
MM Btus, equivalent to
400,000 barrels of oil

Large variations in energy
savings were more influenced
by occupant behavior and
changes in primary heating fuel
and use of secondary fuel
sources than by the quality of
upgrades

The net present value of the
program energy cost savings
was $420,000,000 (2013
dollars)

78% of the savings accrued to
households and 22% to rate
payers of utilities

Carbon emissions were reduced
by 2,246,000 metric tons (about
the amount of carbon emitted
from 600,000 automobiles in
the U.S.)



Demographic, energy use The surveyed households

behavior, and health impacts reported that after
data for about 1400 weatherization their homes
households were better insulated; general

health of occupants improved;
respondents suffered fewer
asthma symptoms; experienced
less pesticides; fewer instances
of thermal stress; and fewer
missed days of work

Demographic and

employment-related data

from 600 energy auditors,

crew leaders, and crew

Indoor environmental

quality data measures prior

and following weatherization

for a nationally-

representative sample of 500

treatment and control homes

Detailed in-field observations

of 450 audits, installation

processes, and final

inspection reports by 19 sub-

grantees

In-field assessments of 105

upgraded households from

2008 and energy saved (if

any)

14 case studies of high-

performing weatherization

agencies

Training experiences from a

survey of 800 individuals

who received training at

DOE weatherization centers

Even though the national evaluation found the program was effective for program
participants, local agencies vary substantially in their management strategies and the
range of energy savings differs across households. Research by Brown and Berry (1995)
shows that, “nearly three quarters of the variation in energy savings across agencies could

be explained by the types of weatherization measures installed and the average level of
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gas consumption per dwelling prior to weatherization” (p. 742). In particular, these
researchers reported the greatest energy savings from energy users who have weatherized
their homes and whose household’s envelope or heating systems were compromised.
This study documented that energy efficiency measures, such as installing attic, wall, and
floor insulation were especially cost-effective. In addition, installation of water heater
measures resulted in a decrease of base-load consumption of natural gas. Households
that replaced furnaces were more likely to achieve higher-than-average savings and new
furnaces acted to promote health and safety. Finally, distribution system problems, such
as air leakage, when left unfixed, posed health and safety concerns and contributed in a
reduction of energy savings. This study indicated that weatherization of residential
households typically results in reduced energy consumption and substantial energy

savings to their occupants.

Overview of Low Income Home Energy Assistance Program
LIHEAP, closely tied to the WAP based on eligibility criteria and as a source of

weatherization funding, warrants further investigation. The impacts of LIHEAP on low-
income home energy savings have not been thoroughly vetted in the literature. A
precursor to LIHEAP was the Low - Income Energy Assistance Program (LIEAP) which
was established in 1974 through the Emergency Energy Conservation program, a part of
the Economic Opportunity and Community Partnership Act (Warren, 2003). At the time,
the program’s aim was to assist households with their weatherization needs. By 1977, the

Community Services Administration continued to provide assistance as the needs of low -
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income consumers grew during a hike in fuel energy costs. In 1981, LIEAP transitioned
into LIHEAP.

Eligibility for LIHEAP is based on household income. The criterion that the
households must meet to qualify for LIHEAP include income at 150% of the federal
poverty level or income 60% or less of the state median income (Tonn ef al., 2003).
However, states may choose to set the limit above 110% of the poverty level. States
exercise discretion regarding the amount of financial assistance they provide to
households. LIHEAP offers three different levels of assistance that include paying a
portion of a household’s heating and cooling costs, providing financial assistance in times
of crisis, and providing weatherization services. The U.S. Department of Health &
Human Services (HHS) reports that during fiscal year 2007, the residential energy burden
for low-income households was 13.5%, 16% for LIHEAP recipients and 7% for all
households (HHS, 2008). This indicates that low-income vulnerable populations spend
almost twice as much of their income on home energy costs as households in general.

Research by Murray and Mills (2014) states that participating in LIHEAP
significantly reduces households’ energy insecurity. More importantly, reductions in
LIHEAP have worsening ramifications for low-income households and utility companies.
This study showed that eliminating LIHEAP significantly decreases the number of
energy secure households by 17%. This indicates that more energy insecure low-income
households could default on their payments to the utilities, thereby causing loss of profits,

and higher rates for paying customers. However, these findings do not necessarily lead
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one to advocate for more funds for this program as the cost - benefit trade - off needs to

be further analyzed to provide concrete recommendations.

Intersection of WAP and LIHEAP

Another study, the first of its kind in 2003, assessed the relationships between
WAP and LIHEAP. This study’s aim was to determine if there is an impact from
weatherizing homes of LIHEAP participants based on the level of assistance they receive.
The study implemented a research design that included pre- and post- treatment
conditions with random assignment and a control group to assess a sample of households
that only received LIHEAP assistance compared to households that received both
LIHEAP and weatherization assistance (Tonn et al., 2003). The level of LIHEAP
benefits provided was determined based on household income category; benefits
increased as household incomes declined and household size increased. In addition, a
high - energy benefit was allocated to households that met an energy burden based on a
calculation of primary heating fuel expenditures (Tonn et al., 2003). The study
concluded that weatherization of houses resulted in energy savings for participants, with
decreases in LIHEAP high - energy benefits. However, the findings also indicated that
weatherization did not suggest that the need for standard LIHEAP benefits be
relinquished, as there are other factors that contribute to household energy insecurity. To
improve knowledge in the field of energy efficiency and inform future efforts to facilitate
energy savings, researchers need to implement methodologically rigorous designs and

have access to resources that would enable them to conduct studies. Some of the crucial

20



resources that need to be available to researchers include provision of funding,
availability and access to data, and processes that ease in navigating data privacy issues.
There is a scarcity of studies that document the impact of LIHEAP and WAP on

household energy consumption.

Analytical Framework
Propensity Score Analysis and Matching.

An evaluation is defined as the systematic investigation of the merit, worth, or
significance of any “object” (Tyler et al., 1967). It is an assessment of the
implementation and effects of a program. In theory, the goal of an effective evaluation is
to achieve program improvement and benefit the recipients of a program’s funds.
Evaluation assesses the utility of specific components of a program in detail to inform
future decision - making about a program. This research is focused on outcome
evaluation and monitoring. From a program evaluation perspective, the goal was to
determine whether the set of upgrades performed through the LIWP resulted in electricity
use reductions thus giving merit to the program in achieving its intended purpose.

The purpose of many studies is to explore relationships between variables. The
exploration can take an experimental form in which an active independent variable (IV)
is manipulated or a study can examine individual differences with an attribute IV. The
attribute IV is typically a naturally occurring phenomenon. The experimental form can
be a randomized control trial or a quasi-experimental research design. The randomized

control trial design has the greatest ability to discern causality while a quasi-experimental
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design requires close inspection of threats to internal validity (Johnson & Christensen,
2012). The two designs are similar due to the administration of a treatment. If a design
does not have a treatment it is considered a non - experimental design. If in addition to
treatment, a design has a control group or multiple measures, but the individuals are not
randomly assigned to groups, then it is considered a quasi - experimental design. The
randomized control trial research design is the ‘gold standard’ and causality is supported
because many variables are under control by the researcher and groups are considered
probabilistically equivalent on uncontrolled variables due to the randomization.
Causation indicates that one event is the result of the occurrence of the other
event. This is also referred to as cause and effect relationship between the two variables
(Shadish, et al., 2002). In an experimental design, making causal inferences is dependent
on a comparison between a treatment group and a control, or counterfactual. A
worldview paradigm that encompasses a research agenda based on the cause and effect
relationship is the positivist tradition. Positivist theorists claim that for causation to be
supported, three criteria must be met: 1) temporal precedence of cause, 2) relationship
between cause and effect, and 3) no other variable can explain the association between
the independent and dependent variable through control or isolation (Cook & Campbell,
1979). It is only when these criteria are met and (the third criterion is more difficult to
meet than the other two) that we can provide a cause and effect explanation. The first
criterion is logical as it establishes that the cause precedes the effect chronologically.
The second criterion that mandates an association between cause and effect

requires further inquiry. An association between cause and effect does not imply
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causation. A major element in establishing causation is control. In an experimental
study, ideally, many variables are ruled out leading to a study in which the effect of
treatment can be isolated. The researcher has control over the setting of a study, control
over who receives treatment and when this treatment is administered, and controls threats
to valid inference (Johnson & Christensen, 2012). Essentially, the researcher attempts to
learn whether the treatment that was applied caused the effect that was observed. For
example, a correlation or a relationship between variable A and variable B could be due
to the influence of variable C on variables A and B, or it could be that A causes B and
vice versa. However, ruling out alternative explanations makes a stronger case for a
cause - and - effect relationship. This criterion is usually best met with a randomized-
control trial.

In true experiments, selection, also known as method of sampling, is controlled.
However, these factors may imply that obtained effects are specific to the population
under interest and do not apply to the populations to which one wishes to generalize
findings (Campbell, 1957). In quasi - experimental studies, selection bias can exert a
pivotal effect on the outcome. Since assignment to groups is not random, selection bias
is associated with systematic differences between the treatment and control groups. The
threats to internal validity are central to the drawbacks of quasi - experimental studies
because they relate to the central question of whether treatment made a difference.
Threats, such as maturation, selection, mortality, diffusion, or imitation of treatments,
among others, relate to assignment to the treatment and control groups and help in

identifying other explanations for observed differences on the outcome. For example,
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Hawthorne effects are present in subjects who behave differently because they are being
studied (Allcott & Mullainathan, 2012). In summary, random assignment remains the
gold standard because the probability of individuals being assigned to the control or the
treatment group is equal, and alternative explanations of treatment effect are eliminated
more easily.

However, often in the social and physical sciences, randomized - control designs
are not possible and can be costly and sometimes unethical. As such, quasi -
experimental designs are used as the next best alternative to randomized-control designs.
Propensity score methods have proven useful for evaluating treatment effects with quasi -
experimental designs or observational studies. The role of propensity score methods in
observational studies is to reduce the bias created by nonrandom assignment and making
the adjusted estimates closer to those from randomized experiments. There are six

important steps involved in the design of observational studies, as shown in (Figure 1).
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1) View observational 2) Recognize the link -
study as a randomized between hypothetical 3) Decide if the sample

experiment randomized sizes in the data set are
experiments and the appropriate
observed data

4) Understand the 5) Investigate if key 6) Assess if balance is
decision makers of covariates are measured acheivable on key
treatment assignment well covariates

Figure 1. Six Steps to Designing Observational Studies (Rubin, 2008)

Having described the requirements necessary to assert causality in observational
studies, reviewed here are each of the steps listed above in the context of conducting an
observational study. The first step is to view an observational study as a randomized
experiment. Many of the components of randomized designs can be duplicated when
designing observational studies whose purpose is to obtain the closest possible answer
that would have been obtained in a randomized experimental design comparing the same
treatment and control conditions in the same population. The impetus underlying a solid
research design is the ability to draw causal inferences based on the data. A conceptual
framework developed to facilitate causal inferences is the Neyman - Rubin counterfactual
framework. This framework explores whether assumptions used in random assignment
experiments apply to observational studies. In this context, a counterfactual is defined as
“a potential outcome, or the state of affairs that would have happened in the absence of
the cause” (Shadish, Cook & Campbell, 2002). That is, for a participant in the treatment
group, a counterfactual is the potential outcome under the control condition and vice
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versa for a participant in a control group. Thus, the counterfactual is not observed in real
data, it is a missing value. Neyman - Rubin’s framework states that “individuals selected
into either treatment or non-treatment groups have potential outcomes in both states: the
one in which they are observed and the one in which they are unobserved” (Guo &
Fraser, 2015, p. 24).

The Neyman - Rubin framework can be summarized in the following model:

Y, = WYy + (1 — WYy, (1)
Where i represents each person under analysis who would have two potential outcomes
(Yo; and Y;; ) that indicate potential outcomes in the untreated and treated states. W; = 1
denotes the receipt of treatment, W; = 0 denoted non-receipt. Y; represents the measured
outcome variable (Guo & Fraser, 2015).

The rationale for this equation serves as support for drawing causal inferences
between W; (the cause) and Y; (the outcome) in which one investigates the outcome of Yy;
under the condition W; = 0 and compares Y; with Y;; (Guo & Fraser, 2015). This is a
simplified explanation of the counterfactual-based framework and there are many
confounding factors that may impact the outcome.

According to Rubin (2008) the second step in conducting a quasi - experiment
involves understanding by the researcher regarding the nature of the hypothetical
randomized experiment that led to the observed dataset. The key is knowing exactly what
the treatment conditions and outcome variables were. This step ensures that the
researcher is fully aware of the experiment that is being approximated by the data. The

third step is to determine whether the sample sizes of the dataset are adequate. This step
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is met by performing power calculations, taking into consideration the level of power
desired, level of significance desired, and the sample size. When conducting a
randomized control trial, it is not possible for the researcher to look at any outcome
measures since the experiment has not been carried out. Rubin (2008) believes that by
removing any outcome measurements from the dataset, the researcher introduces an
important feature of randomized experiments to observational studies. This step is done
to provide objectivity to the study at hand until the design phase of the study is complete.

The fourth step is to understand why some subjects received the active treatment
condition versus the control treatment condition. For example, identifying the
background variables measured on the experimental subjects that led the decision -
makers to assign subjects to one group over another determines the key covariates for the
study. It is important for the researcher to understand what rules were used in assigning
the treatment condition to individuals. The fifth step concerns the availability and quality
of key covariates’ measurements. If the covariates are poorly measured or even non-
existent, any analysis conducted is futile. Unless there is sufficient scientific evidence
that supports using a certain set of covariates, having completed this step provides
support for validity to the analysis.

The sixth step concerns the extent to which balance can be achieved on key
covariates. In this step, the goal is to find matched pairs of treated and control units such
that the treated and the control units appear to be balanced on their distributions of key
covariates. In some scenarios achieving this balance could be difficult and inferences

may be restricted to a subpopulation of units. Having met the six steps described does

27



not fully mean that the researcher will attain an answer similar to the one that would have
been attained in a randomized experiment, but it, at least, makes the study at hand more
objective and approximates randomized conditions in which the probabilities of treatment
versus control assignment vary little across the matching pairs.

In addition to the steps described above, critical assumptions of causality must be
met. One of them is the ignorable treatment assignment assumption (ITAA). Since the
counterfactual acts as a missing value in evaluations with observational data, there are
several sources of error that contribute to bias on outcome difference. For the Neyman -
Rubin counterfactual framework to work correctly, the ITAA must be met. ITAA refers
to assignment to treatment or control conditions that is independent of the potential
outcome, if we hold observable covariates constant.

This assumption can be expressed as:

(Yo, Y1) LW|X 2)
Where conditional on covariates X, the assignment of evaluation participants to binary
treatment conditions (i.e. treatment vs. non-treatment) is independent of the outcome of
non-treatment (Y,) and the outcome of treatment (Y;) (Guo & Fraser, 2015).

It is typical for the ITAA to be violated in quasi-experimental conditions because
the creation of a comparison group follows a process that introduces endogeneity bias to
group assignment where the outcomes are not independent of treatment. Usually, the
ITAA is tested before the treatment is implemented, by a chi-square test in the case where
X is a categorical variable or an independent samples t - test if X is a continuous variable.

If significant differences are detected, ITAA is not upheld and there is evidence for
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endogeneity bias. This is an indication that action is warranted in the form of alternative
approaches that correct for the endogeneity bias. To address the issue of selection bias
and estimates of Average Treatment Effects (ATEs), propensity score methods have been
applied to data in observational studies (Stiirmer et al., 2006). A propensity score is
defined as the conditional probability of assigning a unit to a particular treatment
condition given observed covariates (Rosenbaum & Rubin, 1983). In other words, the
propensity score is a balancing score representing a combination of observed covariates.
So, a pair of treated and control participants who share a similar propensity score are seen

as equivalent, even though their values may differ on individual covariates.

Propensity Score Matching Procedure
Propensity score matching can be expressed as a three-step process as described
in Guo and Fraser (2015). More detail on the process of conducting a propensity score
analysis is provided in the method section.
1. Selection of key covariates and estimation of propensity scores. The model
starts with an estimation of the conditional probability of receiving treatment.
This procedure is carried out with logistic regression that analyzes a
dichotomous treatment variable and covariates that are perceived to be
causing an imbalance between the treated and control groups. The goal of this
procedure is to decide on covariates that contribute to selection bias and arrive

at an optimal estimate of propensity scores.
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2. Matching with propensity scores. Once propensity scores are created they are
used to match participants in the treatment group with participants in the
control group. Matching based on multiple covariates is difficult and may
result in a dimensionality problem. Matching based on a single propensity
score addresses this concern. The goal of matching is to make participants
across the groups as similar as possible on the propensity scores. Matching
techniques used include greedy matching. A type of greedy matching, nearest
neighbor with a ratio of 1:1 and nearest neighbor with a caliper of 0.1 was
utilized in this study.

3. Analysis using propensity scores. a) In theory, the sample produced in step 2
corrects for selection bias on observed covariates and violations of statistical
assumptions, such as independence between the IV and the regression
equation’s error term. At this phase, multivariate analyses can be performed
with the sample as if it had been a part of a randomized experiment. A caveat
to this is that most multivariate analyses can only be performed with samples
created by greedy matching.

b) An alternative to performing multivariate analyses is using stratification of
the propensity scores. Stratification is a comparison of the mean difference of
an outcome between treatment and control conditions within a stratum. The
goal of stratification is to estimate a mean and variance for the sample. The

ATE and its statistical significance are also estimated.
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Balanced Risk Set Matching

Li, Propert, and Rosenbaum (2001) were the first researchers to develop an
approach to propensity score analysis in which an individual receives treatment at time ¢,
and that individual is matched to another individual on a similar set of covariates up to
time ¢ who has not received treatment up to time . Through this approach, marginal
distributions of covariates are forced to be balanced in the matched treated and control
groups. Among all balanced matches, a propensity score is selected that minimizes the
distance between covariates within matched pairs. When the treatment and some pre-
treatment covariates are time dependent, balanced risk matching is the recommended
technique. In this evaluation time was a critical component of the study, thus,
participants in the control group became participants in the treatment group after the
installation of upgrade(s), balanced risk set matching was applied to the treated and
control groups.

Li (1999) developed two types of risk set matching. The first type involves risk
set matching with untreated controls, so only matches that were never treated could serve
as controls. In this case, all matched controls are selected from a pool of untreated
patients. The second type of risk set matching is performed when an individual treated at
time ¢ can be matched to any individual not yet treated prior and up to ¢#. Thus, the
individuals are considered controls if they have not received treatment yet. A crucial
point in risk set matching is that each individual is either treated once or never, assuming
that treatment time varies among individuals. As such, the time of treatment for different

individuals may vary and the treatment is time dependent.
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In the field of energy efficiency, especially for low - income households, the time
that the upgrades are installed varies across households as they may request upgrades at
any time if they qualify for the services. So, the data on energy efficiency is longitudinal
and collected in monthly increments. As such, individuals who were not treated at a time

point served as controls and once they became treated they moved into the treatment

group.

Types of Propensity Score Matching

The following section describes the advantages and disadvantages of greedy
matching which was used to match participants in the control group with participants in
the treatment group based on the computed propensity score. Greedy matching is a linear
matching algorithm that matches participant in the treatment group with a first case in the
control group based on the criteria for matching (Rosenbaum, 2002). Greedy matching
can be disadvantageous because when a match between a treatment and control is
created, the participant in the control group is removed from any further consideration for
matching. For this study, nearest neighbor 1:1 and nearest neighbor with caliper 0.1 were
recommended given a large sample size of low-income households and the possibility to

conduct follow-up analyses.

Greedy matching.
Greedy matching refers to a procedure in which a match for a participant in the

treatment group is based on the first case of the control group that meets the criteria for
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matching (Olmos & Govindasamy, 2015). It is useful to note that even if there is a more
optimal match in the control group, the algorithm will still choose a match based on the
first case. Most algorithms select participants from both the control and treatment groups
at random, so multiple runs will result in different groups with varying degrees of
matching. All greedy matching algorithms divide matching into smaller, simpler
decisions which are handled optimally one at a time. In other words, once the algorithms
find a match the decision is final and reconsiderations are not possible. This approach
may or may not find the best match for a participant. With all greedy matching,
researchers encounter a problem of a common support region that needs to be set for it to
work. The common support region refers to a set of propensity scores in terms of logits
across the treated and non-treated participants. As such, participants who fall outside of
the common support region have no matches and are excluded. The common support
region is sensitive to the covariates used to predict propensity scores, thus careful model
specification is necessary. On a positive note, these issues can be resolved by testing
multiple models and performing sensitivity analyses. Despite its disadvantages, greedy

matching is a useful technique that allows for follow-up multivariate analyses.

Nearest neighbor matching.
The nearest neighbor matching is a type of greedy matching. The nearest
neighbor procedure matches based on the nearness of propensity scores of participants in

the treatment and control groups. P; and P; are propensity scores for the participants in the
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treatment and control groups respectively (Guo & Fraser, 2015). The equation for
nearest neighbor matching can be expressed as:

C(P)=minj | P,—P; I,j €1, (3)

Where a control participant j is a match for a treated participant i, if the absolute
difference of propensity scores is the smallest among all the possible pairs of participants
in the control and treatment groups. Typically, one of the participants in the control
group is matched to one participant in the treatment group, also known as 1-to-1
matching. In other scenarios, multiple participants in the control group can be matched to
a participant in the treatment group, also known as n-to-1 matching. More matches for
participants in the treatment group means better estimates for the counterfactual in the
control group (Olmos & Govindasamy, 2015). One of the drawbacks of this technique is
whether a large sample size is available, specifically, regarding the need for a greater
proportion of participants in the control group in comparison to the treatment group.
However, if the researcher experiments with nearest neighbor matching with a caliper

approach and conducts sensitivity analyses, this technique has been proven helpful.

Nearest neighbor matching with a caliper.

The nearest neighbor matching with a caliper is the same technique as described
above, but with specifications. In this technique, researchers place a restriction based on
the absolute distance of propensity scores between the two participants that meet the
following condition:

1P =P ll<ej €l 4)
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Where P;and P; represent propensity scores for the participants in the treatment
and control groups and ¢ is the caliper. Rosenbaum and Rubin (1985) recommend using
a caliper size of a quarter of standard deviation of the sample estimated propensity scores
defined as € < 0.250, where o, indicates the standard deviation of the estimated

propensity scores of the sample.

Sensitivity Analysis

A sensitivity analysis in an observational study asks what unmeasured covariate
would have to be included in the study to alter the conclusions that the study has reached.
In other words, a researcher attempts to determine the extent to which results are
susceptible to change in the presence of another variable initially excluded from the
study. A problem created by the omission of important variables is known as selection
bias. Thus, it is useful to perform a sensitivity analysis to derive a range of possible
values attributable to hidden bias. Hidden bias, in this context, refers to an unknown set
of values that are unable to be measured. Several sensitivity tests have been developed,
each one is a randomization test specific to the type of outcome being analyzed.
Typically for non-parametric tests, Wilcoxon’s rank sign test has been used and it
assumes interval data and a symmetric distribution.

Sensitivity tests are performed on the matched sample using Wilcoxon’s rank sign
test which evaluated the degree of change in p-values from significant to non-significant
or vice versa for increasing values of gamma. Gamma is a measure of the extent of

departure from random assignment. In other words, a statistically significant change in
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the odds of lower/upper bounds demonstrates the magnitude of the treatment effect
changes with increasing values of gamma. A study’s results are considered sensitive if
values of gamma that are near 1 cause changes in significance in comparison to studies
that do not possess hidden bias (Rosenbaum, 2002). Thus, the greater the degree of

departure from a gamma value of 1.0 the more robust the study’s results are.

Longitudinal HLM and Two-Level Growth Model

The development of hierarchical linear models (HLM) has created progress in
terms of expanding an array of techniques for conducting research on individual change.
The use of HLM is documented in fields of sociology, biometrics, and econometrics
since the early 1970s. HLM is an advanced method for the analysis of hierarchical data
with complex patterns of variability with a focus on nested sources of variability
(Snijders & Bosker, 1999). The goal of HLM is to isolate causal effects by specifying
models that statistically control for variables at different levels of aggregation. Since
HLM can handle analysis of longitudinal data it can discern the directionality of effects.
One of the major advantages of HLM is its ability to accommodate data with a nested
structure or hierarchical structure. For example, nested data can refer to repeated
observations nested within individuals. HLM handles this hierarchy by defining levels of
data within temporally nested data sets. This is possible if there is an abundant level of
variability present within a data set. At its core, HLM’s objectives are two-fold: 1) create
separate models of variable relationship within each level and 2) examine how variables

at higher levels predict relationships at lower levels.
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A growth curve model (GCM) can represent many instances of individual
change. In these models, subjects are measured repeatedly over time to study individual
growth. GCM can explain change at the individual and cluster levels, appraise change
over time, and account for the impact of personal characteristics. Despite the availability
of data on energy consumption and variables related to estimating its effects, the
application of hierarchical linear models to data on energy consumption is extremely
limited in scope. This is due to varying house built environments which make it difficult
to accurately identify all possible variables and interactions that impact the way in which
homes are constructed, occupied, and renovated (Hsu, 2015). Another challenge
concerns generalizability of findings to different settings because of a lack of data arising
from randomized control trials, differences in infrastructure systems, policies, and
regulations. This evaluation attempts to advance the fields of energy efficiency and
research methods by performing analyses that include data matched on a set of covariates
matched through the propensity score matching procedure. In theory, using matched data
in the study should provide more accurate, statistically - sound, and practical results.
Another important note of modeling of individual change on an outcome measure may
involve different patterns of change over time. The data may fit a variety of patterns
including linear change, quadratic change (data demonstrates curvature), cubic change
(data demonstrates rising and falling patterns), or nonlinear change (data demonstrates

floor and ceiling effects) (Hesser, 2015; Raudenbush & Bryk, 2002).
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Linear Change

A linear change is a pattern of data that is represented by a straight line that is fit
to all time points. The linear change is associated with time and the outcome measure
through the specification of two parameters. The two growth parameters refer to the
intercept or individual’s initial status and a slope or an individual’s rate of change. The
prediction equation representing linear change is displayed below:

9 = Bo + py * TIME )

Here, the y represents the average outcome measure at time ¢ for person i. The
intercept (f,) indicates the true ability of person i at time of 0. The slope or the average
constant rate of change refers to the growth rate for person i over the period of data
collection. The average constant rate of change is the expected change during one unit of
time. In terms of interpretation, as time progresses and the slope is positive, the measure
of outcome increases. If the slope is negative and time progresses, the measure of
outcome decreases. TIME refers to the study’s specified period of time under

examination (Raudenbush & Bryk, 2002).

Quadratic Change

A quadratic change model is an expansion of the linear change model with three
parameters. The third parameter accounts for the growth rate that changes across time.
Here the growth rate is time dependent and, thus, changes at each time point. The
prediction equation displays the quadratic change below:

9 = Bo + By (TIME) + B, (TIME)? (6)
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Where at any given time point, the measure of outcome is estimated with §, being
the initial status and ; denoting an estimate of linear change. While B, is representative
of an estimate of quadratic change and 8; + 28, (TIME) characterizes the acceleration
over time (Raudenbush & Bryk, 2002).

Cubic Change

The use of higher order polynomials to represent individual change is possible at
almost any level of complexity. A cubic change is usually observed with data that
display rising and falling patterns in the outcome. In a model that captures a cubic
change, an additional parameter is added to explain the rate of change in outcome. As in
the quadratic change, there are high points and low points that can occur at any point in
the data. The new fourth parameter () provides information on when changes in
outcome are gradual or rapid and the direction in the rate of change (Singer & Willet,
2003).

9 = Bo + By * (TIME) + B,(TIME)? + p3(TIME)? (7)

Unconditional Model

Initially, in the model building process an unconditional model is estimated which
is a model characterized by a lack of level - 2 predictors. This model was developed and
analyzed prior to adding predictors to provide empirical evidence for determining a
proper specification of the individual growth equation and baseline statistics for
evaluating subsequent level - 2 models. In multilevel analyses, the researcher decides if
he or she will include fixed or random effects in the models. Fixed effects are equivalent
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to regression coefficients representing the average individual effect at initial status and
average individual rate of change. Random effects represent the underlying structure of
the data which is usually represented by estimates of variability, such as variance and
standard deviation. In other words, in a 2 - level HLM, random effects represent
variability across level - 1 units and within level - 2 units around the fixed effect. As
such, each individual’s average initial status and average rate of change randomly varies
around the average initial status and group change. Finally, it is imperative to evaluate
the degree of variation of initial status and rate of change as significant variability leads

to meaningful interpretations and supports the reliability of models under analysis.

Conditional Model

In HLM models, typically level - 1 and level - 2 predictors are assumed to be
fixed. Level - 1 intercepts and slopes are left to vary randomly across groups. Due to the
assumptions about their error distributions, their variances are called random coefficients.
In simpler terms, these coefficients can be seen as coefficients obtained from level - 1
regressions as a type of random variable that comes from and generalizes to a distribution
of possible values. In this context, groups are viewed as a subset of the possible groups.
In evaluating the random effects of the unconditional model, if there is evidence of
statistical significance, additional variance of growth parameters can be explained with
the addition of covariates. This results in the conditional model, i.e. conditional on the
relationships between the covariates and growth parameters. It can be useful to center

continuous covariates so that the average of the covariate is transformed to zero. This
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allows for a more meaningful interpretation of growth parameters. Categorical covariates
do not need to be centered, however an assignment of a reference category is necessary.
The assignment of a reference category enables the researcher to compare the reference
category to other levels of the covariate. Estimates of variability in intercept and slope by
the addition of covariates to the conditional model can be compared to the estimates of
variability in intercept and slope in the unconditional model. In addition, the evaluation
of model fit due to the addition of covariates is performed to determine whether the
model fits data the best. A comparison of model fit using the chi - square difference test
was used to manually determine model fit with a chi - square table of significance

(Schermelleh-Engel et al., 2003).
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Chapter 2: Method
All components of the research methodology used in this study are reported in
this chapter. The research design, data sources, and means of data analysis are explained.
Electricity use in kWh for low - income households constituted the dependent variable
for this study. The information is organized into the following sections: 1) Research
Design, 2) Procedure, 3) Participants, 4) Study variables 5) Descriptive statistics, and 6)

Data Analysis.

Research Design

This study employed quantitative - based research methods in the form of
propensity score matching and hierarchical linear growth models to draw inferences from
the data. Due to the nature of the program, all households participated in both the
LIHEAP and LIWP. Thus, to measure the impact of upgrades the data were separated
into two groups: (1) households who had not had a set of upgrades installed constituted
the control group, (2) households who had a set of upgrades installed became the
treatment group. This research was undertaken to explore any changes in electricity use
over the course of the study. A propensity score method was applied at each month

matching the outcome on a set of covariates for a period of twelve months. Then, the
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matched monthly data were aggregated culminating in a data set ready for a hierarchical
linear model. A hierarchical linear growth model was used to examine the trajectory of
electricity consumption for the control and treatment groups af