3D Formation Control in Multi-Robot Teams Using Artificial Potential Fields

Sanjana Reddy Mohan
University of Denver

Follow this and additional works at: https://digitalcommons.du.edu/etd

Recommended Citation
https://digitalcommons.du.edu/etd/1604

This Thesis is brought to you for free and open access by the Graduate Studies at Digital Commons @ DU. It has been accepted for inclusion in Electronic Theses and Dissertations by an authorized administrator of Digital Commons @ DU. For more information, please contact jennifer.cox@du.edu,dig-commons@du.edu.
3D Formation Control in Multi-Robot Teams Using Artificial Potential Fields

A Thesis
Presented to
the Faculty of the Daniel Felix Ritchie School of Engineering and Computer Science
University of Denver

In Partial Fulfillment
of the Requirements for the Degree
Master of Science

by
Sanjana Reddy Mohan
June 2019

Advisors: Kimon P. Valavanis, Ph.D. and Matthew J. Rutherford, Ph.D.
Abstract

Multi-robot teams find applications in emergency response, search and rescue operations, convoy support and many more. Teams of autonomous aerial vehicles can also be used to protect a cargo of airplanes by surrounding them in some geometric shape. This research develops a control algorithm to attract UAVs to one or a set of bounded geometric shapes while avoiding collisions, re-configuring in the event of departure or addition of UAVs and maneuvering in mission space while retaining the configuration. Using potential field theory, weighted vector fields are described to attract UAVs to a desired formation. In order to achieve this, three vector fields are defined: one attracts UAVs located outside the formation towards bounded geometric shape; one pushes them away from the center towards the desired region and the third controls collision avoidance and dispersion of UAVs within the formation. The result is a control algorithm that is theoretically justified and verified using MATLAB which generates velocity vectors to attract UAVs to a loose formation and maneuver in the mission space while remaining in formation. This approach efficiently scales to different team sizes.
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Chapter 1

Introduction

Research and development focus on robotics has witnessed a shift to multi-robot systems since the late 1980’s. A major objective has been to tackle problems requiring spatio-temporal task scheduling and execution. In such scenarios, each robot in a multi-robot team, equipped with a dedicated suite of on-board sensors performs assigned tasks, which, cumulatively accomplish the assigned mission. Multi-robot teams may be deployed for a wide range of applications like search and rescue [49] [50] [51], emergency response [62], surveillance and reconnaissance [63], as well as convoy support and protection [1] [64]. In such cases, one interesting problem is the 2-D or 3-D strict or loose dynamic formation control problem along with collision avoidance.

In this thesis, the formation control problem is tackled in terms of developing a control algorithm for a multi-robot (or multi-agent) team where each robot/agent interacts with each other and the environment, maintains one or a family of geometric shapes, and avoids collisions. The formation is able to dynamically reconfigure when agents leave or additional agents enter the formation.
1.1 Motivation

The motivation of this research stems from the challenge to develop a coordinated control approach to increase multi-robot team capabilities in uncertain environments (addition or departure of agents) while guaranteeing formation scalability and stability. The focus is on the 3-D formation control problem of a team of Unmanned Aerial Vehicles (UAVs) that interact with each other and the environment, and perform a collaborative task, e.g., convoy support. Emphasis is on, primarily, generalizing previously derived 2-D techniques [1] to 3-D, also accounting for collision avoidance, formation reconfiguration and addition or departure of UAVs/agents.

1.2 Problem Statement

In this thesis, the 3-D formation control problem ensures that a multi-agent team maintains a formation, while traversing in mission space and avoiding collisions. In order to ‘visualize’ the 3-D formation, consider a hollow double-surfaced ellipsoid centered at \((x_c, y_c, z_c)\). The objective is to attract all agents to a bounded ellipsoid or ellipsoid-like formation and allow for agents to remain in the formation as they move in 3-D space while avoiding collisions. Agents are attracted to the desired geometric shape using weighted vector fields, accounting for possible formation reconfigurations. It is assumed that the only obstacles present in the mission space are other agents.

1.3 Method of Approach

The proposed solution considers (for implementation purposes) the case of protecting an aerial convoy of cargo airplanes by ‘surrounding’ them with a fleet of UAVs (multi-robot agents) that follow a 3-D geometric shape, defined loosely by dimensions and a
center of mass. Ellipsoid functions are used to create vector fields that control the heading and velocity of individual agents. To attract agents to a bounded ellipsoidal formation, three vector fields are utilized: one attracts agents from points outside the ellipsoid to the bounded area ellipsoid; one pushes agents from points inside the ellipsoid to the bounded area ellipsoid; a third vector field controls collision avoidance and dispersion between agents. The range of influence of these fields is controlled using ramp limiting functions.

1.4 Summary of Contributions

The main contribution is the development and verification of a generalized 3-D formation control algorithm using ellipsoidal and ramp functions for controlling multi-agent movement in parallel to dynamic collision avoidance. The formation is able to reconfigure in the event of addition or departure of agents. The proposed methodology is not platform specific and efficiently scales to different team sizes. When compared to other potential field approaches, this method has the advantage of simplicity of vector field generation. Control parameters can be altered to achieve a set of ellipsoid-like formations while other methods are rigid in formation constraints [37]. The avoidance field of each agent is affected only by the number of obstacles/agents present within a certain range, hence, complexity of vector generation does not increase rapidly with addition of obstacles or new agents.

1.5 Thesis Outline

The rest of this thesis is organized as follows: Chapter 2 consists of the literature review where the most relevant background information on the behavior, formation control topology and formation control strategies in multi-robot teams are discussed.
Chapter 3 describes the control algorithm used for formation control and provides a theoretical justification. Chapter 4 presents results obtained through software simulations. Chapter 5 consists of concluding remarks and discusses future work.
Chapter 2

Literature Review

A robot can be defined, in the most basic sense, as a device consisting of electronic and mechanical units that can be programmed to execute a set of tasks with or without constant human supervision. Robots that can respond to external stimuli and perform certain behaviors that contribute to a desired goal, without human supervision for extended periods of time are called autonomous robots. Majority of today’s robots are categorized into one of the following three main types: robotic manipulators [65], mobile robots [1] and humanoids [61]. Mobile robots are further classified into three groups: unmanned ground vehicles (UGVs) [1], unmanned aerial vehicles (UAVs) [2] [5] and unmanned underwater vehicles (UUVs) [66]. The focus of this research is on unmanned aerial vehicles.

Mobile robots find applications in many fields such as land surveying [67], surveillance [63], photography [69], domestic tasks [68], exploration [49] and many more. Mobile robot systems consisting of an individual robot integrated with multiple sensors that is capable of implementing a specific task is called a single-robot system. Figure (2.1) shows examples of single-robot systems. Figure (2.1a) is the Roomba Discovery robotic vacuum cleaner by iRobot. Figure (2.1b) is the Personal Satellite Assistant by
NASA that propels in zero gravity conditions using small fans. It serves as an all-in-one PDA, videophone and air monitor for astronauts. Figure (2.1c) is The Wave Glider by Liquid Robotics which is an ocean monitoring and exploration device. Other well-known single-robot systems include RHINO [38], ASIMO [39], BigDog [41], Mars Rover [40] and NAO [42].

Figure 2.1: Examples of single-robot systems: (a) iRobot Roomba Discovery (b) NASA Personal Satellite Assistant [60] (c) Liquid Robotics Wave Glider [59]
Single-robot systems are usually integrated with multiple sensors, thus, requiring advanced component integration mechanism and intelligent control systems. Although major research problems in single robot systems can be resolved efficiently, spatially distributed tasks are inherently impossible for a single-robot system to perform, giving rise to the necessity for multi-robot systems. A robot system comprising of two or more robots is called a multi-robot system. In such systems, individual robots are usually simple in hardware and/or software architecture and interact with each other and the environment to accomplish desired tasks. With respect to their response to external stimulus, behavior of multi-robot system can be classified as shown in Figure (2.2): cooperative and competitive behavior. This research focuses on formation control of a cooperative team of UAVs.

In this chapter, multi-robot behaviors are discussed in Section (2.1), formation control topologies are discussed in Section (2.2) and a comparative study is presented. Section (2.3) discusses various methods or strategies utilized to achieve formation control.

Figure 2.2: Multi-agent unmanned systems and their behavior
2.1 Cooperative and Competitive Behavior

The response of a robot to an external stimulus may or may not involve interaction with other robots in the team. Robots which interact with other robots in the team and work towards a common goal are referred to as a team of cooperative robots. Cooperative robots find numerous applications in tasks like exploration, transportation, convoy protection and search and rescue operations. In [3], [43], [54] and [44] cooperative multi-robot teams are used in transportation of objects. Liu et al [46] use a team of cooperative robots to interact with humans and other automated systems to navigate in a laboratory for indoor transportation. Dai et al [47] use a team of cooperative robots to transport a polygonal object by maintaining euclidean distances between each other. In [48], [49], [50], [51] and [45] multi-robot teams perform cooperative foraging tasks. On the contrary, robots which compete against each other to achieve an individual goal or to fulfill their self-interest exhibit competitive behavior. Multi-robot competitive behavior is exhibited in RoboCup [52], a robot soccer league and in robot chess [53].

2.2 Formation Control Topologies

The first step to be taken in designing a multi-agent control algorithm is to define the type of control topology to be utilized depending on the communication architecture. Control topologies in autonomous multi-agent teams include: (i) centralized control, where individual agents are controlled by a central control unit (ii) decentralized control, where individual robots rely on local information and local control laws to exhibit a global emergent behavior and (iii) hybrid control.

In centralized control, individual agents receive commands from a central control unit, whereas in decentralized control, communication between team members is unrestricted.
and they can share information, to achieve a required mission without the presence of a central agent. Table (2.1) categorizes the formation control topology literature review.

**Table 2.1: Formation Control Topologies**

<table>
<thead>
<tr>
<th>Authors</th>
<th>Year</th>
<th>Formation Representation</th>
<th>Reference Type</th>
<th>Control Topology</th>
</tr>
</thead>
<tbody>
<tr>
<td>Barnes et al [1]</td>
<td>2009</td>
<td>Shape functions</td>
<td>Unit-center, neighbor-based</td>
<td>Hybrid</td>
</tr>
<tr>
<td>Chao et al [14]</td>
<td>2012</td>
<td>Formation constraint functions</td>
<td>Nonlinear predictive model, virtual target tracking</td>
<td>Distributed</td>
</tr>
<tr>
<td>Alejo et al [3]</td>
<td>2013</td>
<td>Axis-aligned minimum bounding box</td>
<td>Trajectory-planning, particle swarm optimization</td>
<td>Centralized</td>
</tr>
<tr>
<td>Ghamry et al [8]</td>
<td>2015</td>
<td>Geometric</td>
<td>Trajectory tracking</td>
<td>Decentralized</td>
</tr>
<tr>
<td>Liu et al [12]</td>
<td>2015</td>
<td>Formation constraint functions</td>
<td>Leader follower, adaptive fault control</td>
<td>Centralized</td>
</tr>
</tbody>
</table>


<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Year</th>
<th>Control Objective</th>
<th>Networking Model</th>
<th>Control Strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Merrill et al [15]</td>
<td>2015</td>
<td>Offsets from neighbor</td>
<td>Mesh networking</td>
<td>Decentralized</td>
</tr>
<tr>
<td>Seng et al [7]</td>
<td>2016</td>
<td>Formation constraints</td>
<td>Potential field, euclidean distance</td>
<td>Distributed</td>
</tr>
<tr>
<td>Kim et al [9]</td>
<td>2016</td>
<td>Formation constraint functions</td>
<td>Target tracking</td>
<td>Decentralized</td>
</tr>
<tr>
<td>Santana et al [10]</td>
<td>2016</td>
<td>Offsets from neighbor</td>
<td>Relative neighbors</td>
<td>Centralized</td>
</tr>
<tr>
<td>Liang et al [16]</td>
<td>2016</td>
<td>Hybrid graphs</td>
<td>Distance-based controllers, virtual target tracking</td>
<td>Hybrid</td>
</tr>
</tbody>
</table>

2.2.1 Centralized Formation Control Topology

In centralized control, there exists a central control unit which commands tasks and plans the motion of all agents which communicate through this unit. Global knowledge about the system, environment and individual robots is available only to the central control unit which is capable of taking optimal decisions for agents and the formation as a whole. However, a centralized system is prone to reduced speeds due to handling large amounts of information and has low tolerance to failure.

In [2], a centralized formation control algorithm handles: (i) shape and orientation control and (ii) centroid control. Shape and orientation control is of higher priority and is placed in the row space of the control matrix and the centroid control is placed in the null space so as to avoid conflict of interest between tasks. With these two objectives, a controller is developed which is capable of achieving multiple-robot control objectives. On the contrary, in this research, the centroid of the formation is broadcasted by a central control unit to all the agents in the formation and orientation is controlled by individual agents.
In [3], the UAVs are required to carry objects from one point to another without colliding with each other. This problem is solved by a centralized control system that constructs two virtual 3D boxes, one around the UAV and the other around the link (connecting object to the UAV) and object. If this area enclosed by the box overlaps with that of another robot, it is considered as a collision. To provide a collision free path, if the axis-aligned 3D bounding boxes overlap, one UAV is made to stay in the same position while the other is made to move towards the goal point. This research uses a similar approach to achieve collision avoidance by creative virtual spheres around members of the team and objects to be avoided.

Santana et al [10] propose a centralized control structure for a heterogeneous leader-follower formation involving a UGV, the leader and a UAV, the follower based on their kinematic models. The leader follower formation controller was derived from the difference between the UAV and the UGV models and the kinematic behavior for the formation is in turn derived. A velocity controller is proposed using pole allocation by state feedback and Kalman filter is used to estimate the feedback information required by the controller. A vision algorithm is used to extract pose data. This research uses potential fields instead of the leader follower approach where the other team members are ‘sensed’ by each member.

Liu et al [12] propose a centralized method to handle collisions and actuator faults while keeping the formation intact by constructing the leader-follower formation control in the outer loop and the adaptive fault control (AFC) scheme along with collision avoidance in the inner loop. Each UAV is allocated with a virtual repulsive force so as to ensure obstacle avoidance (outer loop). Adaptive control law is implemented in the inner loop to achieve efficient reference tracking. Though obstacle avoidance is not entirely achieved, the algorithm for fault detection is successful. A similar method for obstacle avoidance is used in this research which works successfully.
The advantage of centralized control topology is that the central control agent has 
global knowledge about the system and can hence coordinate task execution optimally. 
However, it is efficient only for a small team of robots.

2.2.2 Decentralized Formation Control Topology

In decentralized control, inter-agent communication and local control laws operating 
on individual agents collaborate to achieve a common goal. Sanchez et al [4] design a 
decentralized leader-follower algorithm that drives individual agents to desired positions 
relative to other agents and maintains such a position when they carry out missions as 
a team. Agents are driven to the desired position by means of a distributed trajectory 
generator and a local nonlinear controller.

In [5], Bereg et al use a decentralized approach to deal with faults in formation 
of unmanned vehicles (UVs). They propose that when one or more UV is rendered 
non-functional, reconfiguration can be initiated using computational geometry techniques 
by re-establishing communication between the remaining UVs, whereas, [15] uses a 
mesh network for low latency communication between UAVs to ensure easy addition and 
removal of UAVs. This research uses concept similar to [5] to handle re-configuration in 
the event of addition or departure of agents.

In [8], Ghamry et al use a Linear Quadratic Regulator (LQR) to control the position 
of the quadrotor and a sliding mode control (SMC) to control the altitude of the quadrotor. 
LQR-SMC controllers are implemented for both leader and followers. The dynamic 
model of the quadrotor is divided in to two subsystems - a fully-actuated subsystem and 
an under-actuated subsystem. The fully-actuated subsystem is used to design altitude 
and heading controller, and the under-actuated subsystem is used to control translational 
dynamics to achieve the required position. Decentralized control topology is used.
Seng et al [7] propose a distributed decentralized control method for formation control of non-holonomic ground vehicles. The robot closest to a predefined destination is assigned as local leader and other robots are assigned formation positions sequentially. Velocity controller and angular velocity controllers are used to reduce the distance between robots and the assigned formation position, thereby reducing the Euclidean distance error. Only local information is required to calculate cost rather than utilizing global coordinates. Obstacle avoidance is implemented using potential fields. This research achieves formation control without pre-defining the desired position of agents.

Kim et al [9] build a controller for a multiple UAV system such that each agent moves individually to positions from which they can gather maximum information about the target. The condition for the system to converge to a given set of critical points and for the navigation function to minimize at the critical points is deduced. The results proved in this paper are confined to a specific case of an 8-rotary wing unmanned aircraft and a target in 2-D space only. On the contrary, this research is not platform dependent and does not use target information for motion planning.

In [13], a framework for modeling a formation of mobile robots using graph theory is presented and changes in formation are related to changes in graph structure. A decentralized feedback controller compatible with a readily available higher level motion planner is proposed. As a result, groups change into a different formation to avoid obstacles and then merge again to the original formation. This research uses potential fields to avoid obstacles and achieve a desired geometric formation.

Chao et al [14] use a distributed nonlinear model predictive control to track virtual points that determine the formation shape. Cost penalty is introduced to achieve obstacle and inter-vehicle collision avoidance. Additionally, a priority strategy is proposed for inter-vehicle collision avoidance. This research does not implement target tracking, instead agents are attracted towards a potential trench in the mission space.
In decentralized control topology, computational efforts are distributed and individual robots are autonomous in decision making. Unlike centralized control, this topology is scalable, robust and adaptable to environmental changes, has fewer communication requirements and has greater potential in real-time applications.

### 2.2.3 Hybrid Formation Control Topology

Majority of formation control approaches use hybrid control topology, a combination of centralized and decentralized control topology, as traditional control theory may fail in situations where the control problem consists of several sub-tasks.

Fierro et al [11] describe a trajectory for non-holonomic robots while maintaining a desired formation by using the leader-follower approach. This problem is approached by designing a set of controllers for each robot such that the team of robots can switch from an initial formation to a desired formation. Three controllers are defined, two of which are described in [19]. The third controller for obstacle detection is described in this paper where a virtual robot is defined to follow along the wall of the obstacle. In this research, switching from one formation to another can be achieved by changing control parameters, eliminating the necessity to develop a separate algorithm.

Similar to [13], Liang et al [16] use graph structure for formation control where hybrid graphs are stabilized by distance-based controllers. Barnes et al [1] use hybrid architecture where a combination of normal and sigmoid functions generate artificial potential fields to attract the agents to a required geometric shape in the work space.

The formation control methodology presented in this research uses a hybrid control topology. The centroid of the aerial convoy to be protected is broadcast in the team and the task of surrounding the convoy in a geometric shape, avoiding collisions and maneuvering in the mission space are performed using local information.
2.3 Formation Control Strategies

Formation control in multi-robot teams has been extensively studied and three main formation control strategies have been identified: (i) leader-follower and graph theory based (ii) behavior-based and potential fields and (iii) virtual structure. Figure (2.3) states the different types of formation control topologies and formation control strategies. Behavior-based and potential field strategy is decentralized in nature and virtual structure strategy is centralized in nature. This thesis uses potential field based formation control strategy to achieve formation control in a team of cooperative UAVs.

![Formation Control Topology Diagram](image)

Figure 2.3: Types of formation control topologies and strategies

Formation control strategies use various shapes of formations depending on the scenario or task to be executed. Formation shapes may be a line, circle/sphere, ellipse/ellipsoid or polygon. Table (2.2) shows a list of formation control strategies that have been reviewed.

<table>
<thead>
<tr>
<th>Authors</th>
<th>Year</th>
<th>Formation Representation</th>
<th>Formations</th>
<th>Formation Control Topology</th>
</tr>
</thead>
</table>

Table 2.2: Formation Control Strategies
<table>
<thead>
<tr>
<th>Authors</th>
<th>Year</th>
<th>Description</th>
<th>Shape</th>
<th>Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tabuada et al [20]</td>
<td>2005</td>
<td>Inter-agent constraints using graphs</td>
<td>Line, triangle, diagonal</td>
<td>Leader-follower</td>
</tr>
<tr>
<td>Ren et al [57]</td>
<td>2007</td>
<td>Distance constraints w.r.t a virtual point of reference</td>
<td>Square, rectangle</td>
<td>Virtual structure</td>
</tr>
<tr>
<td>Paul et al [21]</td>
<td>2008</td>
<td>Inter-agent distances</td>
<td>Triangle, line (fixed altitude)</td>
<td>Virtual leader, potential field</td>
</tr>
<tr>
<td>Barnes et al [1]</td>
<td>2009</td>
<td>Shape function</td>
<td>2D line, wedge, ellipse, circle</td>
<td>Potential field</td>
</tr>
<tr>
<td>Bunic et al [23]</td>
<td>2012</td>
<td>Potential field trenches at desired target locations</td>
<td>Wedge (fixed altitude)</td>
<td>Potential field</td>
</tr>
<tr>
<td>Deng et al [25]</td>
<td>2013</td>
<td>Inter-agent constraints</td>
<td>Not specified</td>
<td>Consensus algorithm</td>
</tr>
<tr>
<td>Ahmad et al [31]</td>
<td>2013</td>
<td>Color histogram matching using probability density function</td>
<td>Application specific</td>
<td>Particle filter based algorithm</td>
</tr>
<tr>
<td>Benzerrouk et al [56]</td>
<td>2014</td>
<td>Agent-target distance and agent kinematic constraints</td>
<td>Triangle</td>
<td>Virtual structure</td>
</tr>
<tr>
<td>Lima et al [28]</td>
<td>2015</td>
<td>Agent-target distance constraint</td>
<td>Not specified</td>
<td>Minimizing cost function</td>
</tr>
<tr>
<td>Reference</td>
<td>Year</td>
<td>Control Strategy</td>
<td>Geometric Approach</td>
<td>Leader-Follower Approach</td>
</tr>
<tr>
<td>-----------------</td>
<td>------</td>
<td>-----------------------------------------</td>
<td>----------------------------------------------------------------------------------</td>
<td>--------------------------</td>
</tr>
<tr>
<td>Whitzer et al [18]</td>
<td>2016</td>
<td>Reference tracking by B-spline fitting</td>
<td>Line, column, diagonal, diamond, triangle</td>
<td>Leader-follower</td>
</tr>
<tr>
<td>Santana et al [10]</td>
<td>2016</td>
<td>Vision-based size and location</td>
<td>Not specified</td>
<td>Leader-follower</td>
</tr>
<tr>
<td>Braga et al [27]</td>
<td>2017</td>
<td>Agent-target distance constraint</td>
<td>3D line, column, triangle</td>
<td>Virtual structure, leader-follower, behavior-based</td>
</tr>
<tr>
<td>Roy et al [55]</td>
<td>2018</td>
<td>Formation pattern preserved inside a virtual structure</td>
<td>2D Triangle, ellipse, star</td>
<td>Virtual structure</td>
</tr>
</tbody>
</table>

### 2.3.1 Leader-Follower and Graph Theory Based Formation Control Strategies

In leader-follower strategy, one member of the multi-robot team is assigned as the “leader” and other members of the team, called as “followers” are made to track the position and orientation of the leader by maintaining an offset. In [4], [8], [12], [17], [10], [19], [20] use leader-follower approach to achieve formation control. [10], [11], [17] and [18] use a camera to identify the position of the leader and the followers are made to remain at a certain position and possess a specified dimensions in the camera view in order to achieve a formation. The followers are not required to have information about the position and orientation of the leader.
In [4], a leader follower coordination scheme with two quadrotors is presented. The distance from the leader to the followers is specified by a set of inter-agent distances. Similar to [18], each agent maintains its desired position relative to the reference trajectory instead of the complete position and orientation of the leader. They consider for coordination only the spatial position of the quadrotor. In this research, no ‘leader’ is assigned in the team. Agents are attracted to a potential trench in the mission space.

Nielsen et al [17] propose a Lyapunov based approach for vision based formation control using leader-follower method. Formation control of quadrotors using only camera measurements is achieved by keeping the quadrotor being followed at a fixed size and location in the camera’s view. This research utilized potential field vectors for formation control.

Santana et al [10] use leader-follower approach to achieve formation control of a heterogeneous system. Vision algorithm is used to extract pose data. The leader follower formation controller was derived from the difference between the UAV and the UGV models and the kinematic behaviour of the formation is in turn derived. The approach presented in this research is however, independent of the platform used.

In [11], a trajectory for nonholonomic robots to maintain a desired formation using leader-follower approach is described. A controller for obstacle detection is described where a virtual robot is defined to follow along a wall. There is no communication between leader and follower. A vision system provides the range and angle of the observed leader which is used by the velocity controller for formation control. This research uses potential fields to generate velocity vector for each team member.

In [19], formations represented by directed graphs are controlled using a method of feedback linearization control utilizing only local sensor based information. Two scenarios are presented. In the first scenario, one robot follows another by controlling the relative distance and orientation between the two. In the second scenario, one robot
maintains its position in the formation by maintaining a specified distance from two robots, or from one robot and an obstacle in the environment. Desai et al [13] use a similar approach based on graph theory to achieve transition from one formation to another. In the presented research, inter-agent collisions are avoided by defining a repulsive vector field around each agent and change in formation shape is achieved by altering control parameters.

Tabuada et al [20] model individual agent kinematics and inter-agent constraints using formation graphs. They construct a model of the formation as a whole guaranteeing that the formation constraints are preserved along any of its trajectories. Hence, a lower dimension control is proven to maintain the same constraints. This is well suited for higher levels of control as it allows the formation to be considered as a single entity. However, in this research potential fields are used to define inter-agent constraints

In leader follower method, each robot in the team directly or indirectly depends on the leader. Failure of the leader requires reassigning a new leader and re-initiate the flow of information which can be computationally expensive and difficult.

### 2.3.2 Behavior-Based and Potential Field Based Formation Control Strategies

Behavior-based control systems decompose the main formation control task into sub-tasks that are to be performed by each member of the team. The task of each member is weighed based on their importance and contribution to the main task. The basic concept of potential field method consists of filling the robot work space with artificial potential fields, in which the robots are attracted to their respective desired positions [22]. The desired positions are regions of minimal potential energy, that is, a potential trench. Robots are is pushed away from the obstacles using a repulsive potential field. Often, a
combination of behavior-based control and potential field based control are combined for multi-robot formation control. Some studies like [21], [7] use a combination of potential field based control and other strategies like leader-follower and graph theory to achieve formation control, where, potential field based control is used for obstacle and collision avoidance.

Barnes et al [1] use bivariate normal functions to generate artificial potential fields which are utilized for formation control of a swarm of ground robots. Sigmoid limiting functions are used to tightly confine the swarm to an elliptical path. A perpendicular vector field is added to this narrow elliptical band to control the direction of the swarm. The control parameters in this function determine the range of influence of the avoidance vector. A similar approach is presented in this thesis for robots in 3-D space where elliptical and ramp functions are used to generate vector fields to attract robots to a bounded geometric shape.

Paul et al [21] use virtual leader approach for formation control for a team of helicopters. They use the potential field approach for collision and obstacle avoidance. This method is however, limited to only VTOL UAVs. Similarly, [7] uses potential field method for obstacle avoidance and introduces formation morphing as a fail-safe solution should formation scaling fail to maintain the formation structure. Similarly, this research uses potential fields to achieve obstacle avoidance.

In [23], formation control is achieved by target tracking using a potential function which is a Gaussian function weighted by the modulus of vector differences. Agent-target and inter-agent vector differences weights to the potential function and the sum of the two is the force on the agent. Each agent moves towards a potential trench which is the target. Control parameter dependent singularity is eliminated and control parameter independent singularity exists. Similarly, in this research, agents move towards a potential trench but the positions of the target are not specified.
Behavior-based approach is highly decentralized in topology and is strongly dependent on local inter-agent information. However, this strategy does not produce a precise geometric formation.

2.3.3 Virtual Structure Formation Control Strategies

Tan et al [58] were pioneers in the concept of virtual structures. Braga et al [27] combine virtual structure, leader follower and behavior based methods to achieve formation control of UAVs. Virtual structure method is used to assign a problem for each UAV in the formation and the UAVs use leader follower and behavior based control to achieve formation. In [55], a circular virtual structure encloses the multi-robot team and the team approaches the target by preserving a pattern inside this virtual structure. Obstacles are avoided by shrinking the size or altering the shape of the virtual structure. Inter-agent formation constraints are made flexible using a spanning-tree-assisted-shape-matching algorithm to accommodate the change in dimensions of the virtual structure.

In [56], a set of virtual dynamic target points are generated by a controller. The controller generates linear and angular velocities for each robot based on its kinematic constraints such that they are attracted towards a dynamic target while simultaneously avoiding obstacles. Obstacles avoidance is achieved using limit cycle method. In this research, agent positions are defined with respect to the formation center and the entire formation moves as the center moves. A similar approach is seen in Ren et al [57], where a virtual coordinate frame with a virtual center as a point of reference such that the desired states of all the robots in the team are defined with respect to this virtual coordinate frame. Hence, motion planning for the entire team is achieved by simply defining the motion planning algorithm for the virtual center to track a desired set of waypoints which ensures that the formation is preserved.
In cases when a precise geometric formation is required, the virtual structure strategy is used. Unlike in potential field based control, the formation structure obtained in virtual structure strategy is very precise and tight. However, this strategy is centralized in nature due to which these systems are less robust to failure.

### 2.3.4 Other Formation Control Strategies

Many other formation control strategies exist, which do not fit in the previously described categories. Alejo et al [3] use Particle Swarm Optimization to provide a collision-free 4D trajectory planning for UAVs carrying objects. This method however, increases the overall time taken to achieve the goal and is not the optimum method.

Bereg et al [5] use a geometric approach to deal with faults in a formation of Unmanned Vehicles (UVs). It proposes that when one or more UVs in a formation is rendered non-functional, formation re-configuration can be initiated with the remaining UVs. Each UV has a range within which reliable communication is limited to and another minimum range for collision avoidance. Two UVs can communicate only when their minimum communication ranges intersect. A similar constraint is defined in this thesis to achieve collision avoidance between agents.

Deng [25] and Rezaei [26] propose a consensus algorithm to achieve formation control. [25] requires only speed, heading angle and height to be communicated from neighbor-to-neighbor. This method is robust, scalable, requires less communication between members and hence makes this easy to implement. In [26], Razaei et al propose an observer-based consensus algorithm to deal with unknown disturbances in multi-agent systems for distributed leaderless and leader-follower of multi-agent systems consisting of agents having linear dynamics.
Franchi et al [24] describe a method of formation control using only relative angles. A formation controller is designed based on only bearing measurements. In this research, the orientation of each agent is determined by the resultant normalized vector field acting on it at any instant of time. Lima et al [28] propose a formation control strategy to minimize the uncertainty about object tracking by including the uncertainty as a cost function that is to be minimized. The target estimator is based on particle filters.

Zarzhitsky et al [29] designed and developed a method to combine the data received by sensors on all UAVs using Kalman filtering to achieve a group of UAVs to search, detect and locate stationary ground targets. This results in an increased efficiency of target estimation. In [30], a fuzzy logic controller is used for formation control and a non-linear State-Dependent Riccati Equation (SDRE) is used for flight control. Both these controllers do not require linearization or gain scheduling. Ahmad et al [31] propose a sensor fusion algorithm for 3D object tracking that is particle-filter based. This method is based on color histogram matching of the object which is a solution for a hindered or partially hindered object. Each robot has a “confidence factor” for observing and estimating the position of the target. This factor is parameterized as a probability density function.

2.4 Summary

This chapter presents a survey on behavior of robots, decision-making mechanisms and strategies of formation control in multi-robot teams. It is evident that, based on the goal or task of the mission, one mechanism or strategy might be better than the other. In this work, UAVs exhibit cooperative behavior. In terms of decision-making mechanisms or formation control topologies, the proposed methodology uses hybrid topology. The
position of the asset to be protected and the size of the formation is broadcasted in the group and obstacles/other UAVs are either locally sensed or their position information can be broadcasted in the group.

This work uses potential field based formation control strategy to attract the UAVs to the desired formation shape. Although virtual structure strategy provides a more precise geometric formation, a tighter formation can be achieved in the potential field approach by varying the formation control parameters. In the proposed methodology, the formation is able to dynamically re-configure on the event of departure or addition of UAVs. Unlike the approach is [23], the proposed methodology does not use potential fields to attract UAVs to predefined target points. Instead, UAVs are made to disperse in potential field contours giving rise to the possibility of a number ellipsoid-like formations.
Chapter 3

Formation Control Approach

The objective of this work is to attain a single or a set of loose formations by attracting UAVs to a desired bounded ellipsoid or ellipsoid-like shape in 3-dimensional space. This is achieved by defining a vector using ellipsoidal functions to create potential peaks and trenches in the mission space. UAVs traverse in the direction of steepest descent. Vector fields are defined such that they (i) attract UAVs located outside the desired ellipsoid towards the bounded ellipsoid area and (ii) push UAVs located inside the ellipsoid away from the center, towards the bounded ellipsoid area. The surface of the ellipsoid is at a low potential field with increasing potential fields inside and outside the ellipsoid. Another vector field is defined to ensure collision avoidance and dispersion of UAVs. Each of these vector fields are required to diminish to zero after a certain range so that the agents hit a global minimum on reaching a required point in the formation. Ramp functions are utilized to limit these vector fields appropriately. UAVs belonging to the team are considered to be identical in capabilities.
3.1 Description of Ellipsoidal Formation Function

At every instant of time the UAVs/agents can be visualized as particles, moving in an artificial potential field derived from the ellipsoid function:

\[ f(x, y, z) = (x - x_c)^2 + \gamma(y - y_c)^2 + \lambda(z - z_c)^2 \]  

(3.1)

where \((x, y, z)\) is the current agent position and \((x_c, y_c, z_c)\) is the center of the ellipsoid function in (3.1) with respect to the world reference frame. \(\gamma\) is the ratio of semi principal x-axis to the semi principal y-axis and \(\lambda\) is the ratio of the semi principal x-axis to the semi principal z-axis of the ellipsoid. By changing the ratios \(\gamma\) and \(\lambda\) eccentricity of the ellipsoid can be altered. The x, y and z partial derivatives of Equation (3.1) create vector fields that provide heading and velocity of agents as follows:

\[ d_x = 2(x - x_c) \]  

(3.2)

\[ d_y = 2\gamma(y - y_c) \]  

(3.3)

\[ d_z = 2\lambda(z - z_c) \]  

(3.4)

Equations (3.2), (3.3) and (3.4) together generate vector fields \((d_x, d_y, d_z)\) and \((-d_x, -d_y, -d_z)\) in 3-dimensional space as shown in Figures (3.2) and (3.3) respectively. These vector fields are explained in detail in Section (3.3.1).

3.2 Description of Formation Problem

In order to describe the formation control problem, it is discussed in reference to convoy protection of aerial cargo planes by ‘surrounding’ them with a fleet of UAVs in
some geometric shape. With the position of the convoy vehicles known, the centroid of the convoy \((x_c, y_c, z_c)\) is taken as center of the function in Equation (3.1). Concentric ellipsoids are defined with center \((x_c, y_c, z_c)\) and dimensions, based on convoy size. A control algorithm needs to be designed to attract agents to the region between these ellipsoids resulting in a loose geometric shape. Attractive and repulsive fields, and position and velocity vectors of individual agents are calculated relative to \((x_c, y_c, z_c)\) which serves as the origin of the local reference frame.

Formation is achieved by attracting members of the team to the ellipsoid which is described as a set of points \((x, y, z)\) \(\in \mathbb{R}^3\) satisfying:

\[
R^* = (x - x_c)^2 + \gamma(y - y_c)^2 + \lambda(z - z_c)^2
\]  

(3.5)

Figure 3.1: Ellipsoidal band cross-section
If $R^*$ is the radius of the required ellipsoid, the goal is to achieve a loose formation by creating a region around $R^*$ bounded by an outer ellipsoid with radius $R_{out}$ and an inner ellipsoid with radius $R_{in}$. The agents are attracted to and "trapped" in this $R^*$ neighborhood. Within these boundaries, agents have considerable freedom of movement subject to collision avoidance. Figure (3.1) describes the bounded $R^*$ region. Assuming $\Delta R_{out} = \Delta R_{in}$, the outer and inner boundaries, $R_{out}$ and $R_{in}$ are given by:

\[ R_{out} = R^* + \Delta R_{out} \tag{3.6} \]

\[ R_{in} = R^* - \Delta R_{in} \tag{3.7} \]

Constructing the vector field using the normalized gradient from Equations (3.2, 3.3, 3.4), for every agent $(x_i, y_i, z_i)$ let the gradient field vector have the form [1]:

\[
V_i(x_i, y_i, z_i) = \begin{cases} 
W_i(x_i, y_i, z_i) \frac{1}{L(x_i, y_i, z_i)} \begin{pmatrix} 
(x_i - x_c) \\
\gamma(y_i - y_c) \\
\lambda(z_i - z_c) 
\end{pmatrix}, & \text{for } (x_i, y_i, z_i) \neq (x_c, y_c, z_c) \\
0, & \text{for } (x_i, y_i, z_i) = (x_c, y_c, z_c)
\end{cases}
\]

(3.8)

where,

\[
L(x_i, y_i, z_i) = \sqrt{(x_i - x_c)^2 + \gamma^2(y_i - y_c)^2 + \lambda^2(z_i - z_c)^2}
\]

\[
\frac{1}{L(x_i, y_i, z_i)} \begin{pmatrix} 
(x_i - x_c) \\
\gamma(y_i - y_c) \\
\lambda(z_i - z_c) 
\end{pmatrix}
\]

is a unit vector which gives heading to agent “i” and has unit magnitude. Note that the unit vector points away from the center of the ellipsoid for
any \((x_i, y_i, z_i)\). \(W_i(x_i, y_i, z_i)\) is the sum of magnitudes of all vectors acting on the “i”th agent (described in Section (3.3.2)). In the defined vector field, agents starting within the \(R^* - \triangle R_{in}\) ellipsoid where:

\[
R^* = \sqrt{(x_i - x_c)^2 + \gamma^2(y_i - y_c)^2 + \lambda^2(z_i - z_c)^2}
\] (3.9)

move away from the center until they reach the \(R^*\) neighborhood. Agents starting outside the \(R^* + \triangle R_{out}\) ellipsoid move towards the center until they reach the \(R^*\) neighborhood. Eventually, all agents are trapped within the \(R^*\) neighborhood bounded by:

\[
(R^* - \triangle R_{in}) \leq R \leq (R^* + \triangle R_{out})
\] (3.10)

resulting in a loose ellipsoidal formation.

### 3.3 Description of Vector Fields and Limiting Functions

#### 3.3.1 Attractive and Repulsive Vector Fields

In order to hold the agents in the \(R^*\) neighborhood, two vector fields are required: one to attract the agents that lie outside the \(R^*\) band towards the bounded ellipsoidal region and the other to push agents lying inside the \(R^*\) band away from the center. These two fields are defined using the gradient vector fields described in Section (3.1). \(G^+ = (d_x, d_y, d_z)\) is directed away from the center of formation as shown in Figure (3.3) and \(G^- = (-d_x, -d_y, -d_z)\) is directed towards the bounded ellipsoid region from outside and is shown in Figure (3.2).
Figure 3.2: Vector field directed towards the center of ellipsoid ($G^{-}$)

Figure 3.3: Vector field directed away from the center of ellipsoid ($G^{+}$)
3.3.2 Limiting Functions for Attractive and Repulsive Fields

The influence of $G^+$ and $G^-$ gradient field vectors are restricted to the $R^*$ neighborhood by multiplying with limiting functions. In this case, ramp functions are used to limit the influence of $G^+$ to $R^* - \triangle R_{in}$ ellipsoid and $G^-$ to $R^* + \triangle R_{out}$ ellipsoid. Therefore, agents lying outside the $R^*$ region experience only attractive field while those lying inside experience only repulsive field. Agents within the $R^*$ neighborhood (as described in Equation (3.10)), experience neither attractive nor repulsive fields. The general case of a ramp function is as in Figure (3.4).

$$r(t) = \begin{cases} 
    tu(t), & \text{if } t > 0 \\
    0, & \text{otherwise}
\end{cases} \quad (3.11)$$

Figure 3.4: General ramp function
The $G^-$ vector field (directed towards the formation center) requires a limiting function which decreases as the distance from the center approaches $R^* + \triangle R_{out}$, such a limiting function is given by:

$$S^-(r, R_{out}, R^*) = \begin{cases} \frac{(r-R_{out})}{R^*}, & \text{if } r > R_{out} \\ 0, & \text{otherwise} \end{cases}$$ (3.12)

The $G^+$ vector field (directed away from the formation center) requires a limiting function which decreases as the distance from the center approaches $R^* - \triangle R_{in}$, such a limiting function is given by:

$$S^+(r, R_{in}, R^*) = \begin{cases} \frac{-(r-R_{in})}{R^*}, & \text{if } r < R_{in} \\ 0, & \text{otherwise} \end{cases}$$ (3.13)

Where $r = \sqrt{(x-x_c)^2 + \gamma^2(y-y_c)^2 + \lambda^2(z-z_c)^2}$ is the weighted distance of the agent $(x, y, z)$ from center of formation and is never negative. The $G^+$ field, limited by $S^+$ diminishes to zero at $R^* - \triangle R_{in}$ and the $G^-$ field, limited by $S^-$ diminishes to zero at $R^* + \triangle R_{out}$. Therefore, from Equation (3.8), $W_i(x_i, y_i, z_i)$ can be written as:

$$W_i(x_i, y_i, z_i) = S^+(x_i, y_i, z_i) - S^-(x_i, y_i, z_i)$$ (3.14)

Since $r = \sqrt{(x_i-x_c)^2 + \gamma^2(y_i-y_c)^2 + \lambda^2(z_i-z_c)^2}$ and $S^+$ and $S^-$ are functions of the weighted distance, $W_i(x_i, y_i, z_i)$ becomes:

$$W_i(r) = S^+(r) - S^-(r)$$ (3.15)
Figure (3.5) shows the variation in magnitude of $S^+ (r)$ and $S^- (r)$ limiting functions with weighted distance ‘r’ from the center of formation, where $R^* = 75$ units, $R_{in} = 70$ units, $R_{out} = 80$ units.

When combined, normalized gradient field vectors $G^+$ and $G^-$ with their respective limiting functions from Equations (3.12) and (3.13) provide the velocity vector for individual agents with reference to the center of formation:

$$
\begin{pmatrix}
  v_{xi} \\
  v_{yi} \\
  v_{zi}
\end{pmatrix}
= (S^+ - S^-) \frac{1}{\sqrt{d_{xi}^2 + d_{yi}^2 + d_{zi}^2}}
\begin{pmatrix}
  d_{xi} \\
  d_{yi} \\
  d_{zi}
\end{pmatrix}
$$

(3.16)
3.3.3 Collision Avoidance and Agent Dispersion Fields

In addition to attracting agents to the $R^*$ neighborhood, another necessary aspect is collision avoidance and dispersion of agents within the $R^*$ band. The same concept of potential fields is used and a third gradient vector field is defined. While agents maintain a particular formation, additional restrictions are imposed on them in terms of minimum and maximum allowable inter-agent distances. It is assumed that the only obstacles in mission space are other agents. Minimum distance defined between agents is for collision avoidance whereas, maximum distance defined is to achieve dispersion of agents within the $R^*$ band.

Assume each agent to be surrounded by a virtual sphere of as shown in Figure (3.6), the overlap of which results in collision. The minimum distance between any two agents is $\Delta R_{\text{avoid}}$. The radius of this virtual sphere can be increased to $R_{\text{spacing}}$ to achieve dispersion of agents within the $R^*$ band. With each agent located at the center of the virtual sphere, collision avoidance is achieved by defining a gradient vector field directed away from the agent, similar to the $G^-$ field. While entering this sphere of another agent, the current agent experiences maximum repulsive force. Any agent lying outside the $R_{\text{spacing}}$ sphere does not experience any repulsive field.

Gradient vector field directed away from the center of mass of each agent is given by:

$$
\begin{pmatrix}
    d_{x\text{avoid}} \\
    d_{y\text{avoid}} \\
    d_{z\text{avoid}}
\end{pmatrix} = \begin{pmatrix}
    2(x - x_{co}) \\
    2(y - y_{co}) \\
    2(z - z_{co})
\end{pmatrix}
$$

(3.17)

Where, $(x_{co}, y_{co}, z_{co})$ is the other agent’s location. The vector field in Equation (3.17) has a positive sign, this is because the corresponding normalized vector is always pointing away from $(x, y, z)$. 
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Figure 3.6: Minimum distance between any two agents

The gradient vector field in Equation (3.17) is limited using a ramp limiting function which is defined as:

\[
S_{avoid}(r_{co}, \Delta R_{avoid}, R_{spacing}) = \begin{cases} \\
\frac{2\Delta R_{avoid} - r_{co}}{\Delta R_{avoid}}, & \text{if } r_{co} < \Delta R_{avoid} \\
\frac{R_{spacing} - r_{co}}{R_{spacing}}, & \text{if } \Delta R_{avoid} \leq r_{co} < R_{spacing} \\
0, & \text{otherwise}
\end{cases}
\] (3.18)

Where, \( r_{co} = \sqrt{(x - x_{co})^2 + (y - y_{co})^2 + (z - z_{co})^2} \) which is the distance between the current agent \((x, y, z)\) and another agent \((x_{co}, y_{co}, z_{co})\).
Therefore, the velocity vector which provides velocity and heading for each agent $(x_i, y_i, z_i)$ to be attracted to the desired ellipsoidal formation is:

\[
\begin{pmatrix}
  v_{xi} \\
  v_{yi} \\
  v_{zi}
\end{pmatrix} = (S^+ - S^-) \frac{1}{\sqrt{d_{xi}^2 + d_{yi}^2 + d_{zi}^2}} \begin{pmatrix}
  d_{xi} \\
  d_{yi} \\
  d_{zi}
\end{pmatrix} + \sum_{j=1}^{N-1} S_{avoid_j}
\]

\[
\frac{1}{\sqrt{d_{xavoid_j}^2 + d_{yavoid_j}^2 + d_{zavoid_j}^2}} \begin{pmatrix}
  d_{xavoid_j} \\
  d_{yavoid_j} \\
  d_{zavoid_j}
\end{pmatrix}
\]

(3.19)

The above equation results in a static formation of ‘N’ agents. The design can be scaled to different team sizes by altering the dimensions of the formation ($R^*, \triangle R_{out}$ and $\triangle R_{in}$), to accommodate additional agents. It can be observed that the velocity expression for each agent is relative to the center of the formation. Hence, shifting the center of formation from one waypoint to another results in a dynamic formation with collision avoidance. If the maximum velocity of each agent is ‘$V_{max}$’ units, the velocity expression in Equation (3.19) is limited by the condition:

\[
V_i(x_i, y_i, z_i) = \begin{cases}
  \begin{pmatrix}
    v_{xi} \\
    v_{yi} \\
    v_{zi}
  \end{pmatrix}, & \text{if } |V_i(x_i, y_i, z_i)| \leq V_{max} \\
  V_{max}, & \text{if } |V_i(x_i, y_i, z_i)| > V_{max}
\end{cases}
\]

(3.20)

Where, $|V_i(x_i, y_i, z_i)| = \sqrt{v_{xi}^2 + v_{yi}^2 + v_{zi}^2}$ and $\begin{pmatrix}
  v_{xi} \\
  v_{yi} \\
  v_{zi}
\end{pmatrix}$ is given in Equation (3.19).
3.4 Justification for Convergence of Agents in $R^*$ region

Recall Equation (3.15), $W(r)$ can be written as:

$$W(r) = S^+ - S^-$$  \hspace{1cm} (3.21)

$$W(r) = -\frac{(r - R_{in})}{R^*} - \frac{(r - R_{out})}{R^*}$$  \hspace{1cm} (3.22)

$$W(r) = -\frac{(r - R^* + \Delta R_{in})}{R^*} - \frac{(r - R^* - R_{out})}{R^*}$$  \hspace{1cm} (3.23)

Since $\Delta R_{in} = \Delta R_{out}$, $W(R^*) = 0$ justifying that $R^*$ is the equilibrium point or point of convergence.

**Theorem 1 [70]:** Consider the system $\dot{x} = f(x)$, with an equilibrium point $x = 0$. The origin is stable if and only if $x f(x) \leq 0$ in some neighborhood of the origin.

It can be shown that, when $r < R^*$, $rW(r) > 0$ and when $r > R^*$, $rW(r) < 0$.

$$W(r) = -\frac{[r - (R^* - \Delta R_{in})]}{R^*} - \frac{[r - (R^* + \Delta R_{out})]}{R^*}$$  \hspace{1cm} (3.24)

$$W(r) = -\frac{[r - R^* + \Delta R_{in}]}{R^*} - \frac{[r - R^* - \Delta R_{out}]}{R^*}$$  \hspace{1cm} (3.25)

$$W(r) = \frac{-r + R^* - \Delta R_{in} - r + R^* + \Delta R_{out}}{R^*}$$  \hspace{1cm} (3.26)

$$W(r) = -\frac{2(r - R^*)}{R^*}$$  \hspace{1cm} (3.27)

Therefore,

$$rW(r) = -\frac{2r(r - R^*)}{R^*}$$  \hspace{1cm} (3.28)

Note that, $r$ is the weighted distance of an agents from the formation center and is never negative. The expression (3.28) is negative for $r > R^*$ and positive for $r < R^*$. 
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Therefore, $R^*$ is a stable point of convergence. Figure (3.7) supports this justification.

![Figure 3.7: Behavior of $W(r)$ function (shown in green) in the $R^*$ neighborhood](image)

3.5 Parameter Selection

Formation parameters are chosen based on basic geometry and logic. These selections must be made after considering the formation requirements such as number of agents, dimensions of each agent and desired shape of formation. Since the goal is to achieve a loose formation with agents lying between $R^* + \Delta R_{\text{out}}$ and $R^* - \Delta R_{\text{in}}$, there is some allowable error margin while selecting formation parameters. Guidelines for selecting formation control parameters are discussed below.

3.5.1 Selecting Principal Semi-Axes Ratio

The first necessary requirement is that the parameters $\gamma$ and $\lambda$ chosen must fit all the agents in the team (denoted by ‘N’). These ratios also determine the shape of the
formation. If $\gamma < \lambda$, an oblate ellipsoid is obtained as in Figure (3.8b). If $\gamma > \lambda$, a prolate ellipsoid is obtained as in Figure (3.8a). If $\gamma = \lambda$, a sphere is obtained.

![Figure 3.8: (a) Prolate ellipsoid (b) Oblate ellipsoid](image)

### 3.5.2 Selecting $R^*$, $\Delta R_{out}$ and $\Delta R_{in}$

The radius of the ellipsoidal formation is chosen based on the desired size of the formation (denoted by ‘N’) and the dimensions of each agent. For a certain value of $R_{spacing}$ and $\Delta R_{avoid}$ if $R^*$ is chosen too large, the agents will be non-uniformly distributed in the $R^*$ neighborhood and if $R^*$ is chosen too small, some agents will be pushed outside the $R^*$ band. $\Delta R_{out}$ and $\Delta R_{in}$ define the radius of the outer and inner boundaries of the $R^*$ neighborhood. Decreasing $\Delta R_{out}$ and $\Delta R_{in}$ gives a tighter formation. However, if chosen too small the agents will have a zig-zag pattern along $R^*$ and if chosen too large they will have an offset pattern along $R^*$. 
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The maximum number of agents possible in a formation for fixed $R^*$ and $\Delta R_{\text{avoid}}$ parameters is:

$$N < \frac{4}{(0.5 \Delta R_{\text{avoid}})^2} \left[ \frac{\left( \frac{R^*}{\gamma} \right)^{1.6} + \left( \frac{R^*}{\lambda} \right)^{1.6} + \left( \frac{R^*}{\gamma \lambda} \right)^{1.6}}{3} \right]^{\frac{1}{16}}$$ (3.29)
Chapter 4

Results

The method described in Chapter 3 is demonstrated with simulations using MATLAB, where agents are considered as particles in the mission space. Parameters are selected based on the desired formation shape and the number of agents, as described in Section (3.5). The formation center \((x_c, y_c, z_c)\) is broadcast to all agents in the formation using which, each agent calculates a single velocity vector from the vector fields acting on it.

In this chapter simulations for ellipsoid and ellipsoid-like static and dynamic formations are performed. The number of agents chosen in each case is arbitrary. In order to efficiently demonstrate the working of the control algorithm, small number of agents are considered. The control algorithm works for larger number of agents, provided the dimensions of the formation \((R^+)\) are appropriately chosen.

4.1 Simulations for Static Formation

4.1.1 Prolate Ellipsoideal Formation

Simulations for ten agents in an ellipsoidal formation are performed with the formation centered at the origin of world reference frame, and parameters used are shown
in Table (4.1). Additionally, the outer and inner ellipsoidal surfaces \( R^* + \triangle R_{out} \) and \( R^* - \triangle R_{in} \) respectively, are plotted in Figure (4.1) and a prolate ellipsoid formation is obtained by choosing \( \gamma > \lambda \). Starting at random positions in mission space, Figure (4.1) shows the position of agents at different instances of time. It can be observed that the agents are attracted to the desired ellipsoidal area and disperse themselves within it.

For the same set of agents, the formation can be confined to a 2-dimensional plane (to obtain an ellipse/circle formation) by setting \( x, y \) or \( z \) planes to zero. Figures (4.2a), (4.2b) and (4.2c) show elliptical/circular formations in the \( y-z \), \( x-z \) and \( x-y \) planes respectively, which are obtained by decreasing \( R_{spacing} \) as the area enclosed by the formation is decreased. It is observed that the agents disperse themselves within the acceptable bands.

Table 4.1: Control Parameters for ten agents in Prolate Ellipsoid Formation

<table>
<thead>
<tr>
<th>Control Parameters</th>
<th>Ellipsoid Formation</th>
<th>Ellipse Formation</th>
</tr>
</thead>
<tbody>
<tr>
<td>( R^* )</td>
<td>80</td>
<td>80</td>
</tr>
<tr>
<td>( \triangle R_{in} )</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>( \triangle R_{out} )</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>0.7</td>
<td>0.7</td>
</tr>
<tr>
<td>( \triangle R_{avoid} )</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>( R_{spacing} )</td>
<td>95</td>
<td>60</td>
</tr>
</tbody>
</table>

Figure (4.3) shows the change in weighted distance of agents ‘\( r \)’ from the center of formation with time, as they are attracted to the ellipsoidal band. It can be observed that, agents beginning from inside or outside the \( R^* \) band reach the ellipsoidal region.
Figure 4.1: Ellipsoid formation of ten agents at (a) $t=200$ units (depicted in blue) (b) $t=600$ units (depicted in green) (c) $t=1500$ units (depicted in red) (d) $t=10000$ units (depicted in pink)
Figure 4.2: 2-D elliptical formation of ten agents with (a) X=0 (b) Y=0 (c) Z=0

Figure 4.3: Weighted distance of ten agents from formation center for 3-D (prolate ellipsoid)

4.1.2 Oblate Ellipsoidal formation

Simulation of four agents in an oblate ellipsoid formation is performed which can be obtained by choosing the principal semi-axes ratios such that $\gamma < \lambda$. Other parameters
used for the simulation are shown in Table (4.2). Agents are attracted to the bounded ellipsoid area as shown in Figure (4.4), where the agent positions at initial \( t_0 \), intermediate \( t_1 \) and final \( t_2 \) time instances are plotted. Agents lying outside the ellipsoid are attracted to the bounded ellipsoid area due to the influence of the \( G^+ \) field and its corresponding limiting function \( S^+ \) while the agent lying inside the ellipsoid is pushed towards the bounded ellipsoid region by the influence of the \( G^- \) vector fields and its limiting function \( S^- \). The direction of motion of each agent is indicated in the plot. It can be observed that when an agent enters the agent avoidance or dispersion vector range of another agent, it experiences a change in orientation. All agents are attracted to the ellipsoid area and are dispersed within it.

Table 4.2: Control Parameters for four agents in Oblate Ellipsoid Formation

<table>
<thead>
<tr>
<th>Control Parameters</th>
<th>Ellipsoid Formation</th>
</tr>
</thead>
<tbody>
<tr>
<td>( R^* )</td>
<td>80</td>
</tr>
<tr>
<td>( \Delta R_{in} )</td>
<td>5</td>
</tr>
<tr>
<td>( \Delta R_{out} )</td>
<td>5</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>1</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>2</td>
</tr>
<tr>
<td>( \Delta R_{avoid} )</td>
<td>5</td>
</tr>
<tr>
<td>( R_{spacing} )</td>
<td>110</td>
</tr>
</tbody>
</table>

Figure (4.5) shows the variation in weighted distance of four agents from center of formation. It is seen that agents are attracted to the \( R^* \) neighborhood. Figure (4.6) plots inter-agent distances between four team members. The minimum distance between agents (\( \Delta R_{avoid} \)) is chosen as 5 units and the range for dispersion of agents (\( R_{spacing} \))
is chosen as 110 units. It can be observed from the plot that the inter-agent distances is greater than 110 units when the agents attain a formation. Thus, dispersion of agents in the ellipsoidal area is achieved.

Figure 4.4: Agent positions at initial ($t_0$), intermediate ($t_1$) and final ($t_2$) instances of time

Figure 4.5: Weighted distance of four agents from formation center
4.1.3 Agents in a Spherical Formation

Table 4.3: Control Parameters for a sphere formation

<table>
<thead>
<tr>
<th>Control Parameters</th>
<th>Sphere Formation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R^*$</td>
<td>80</td>
</tr>
<tr>
<td>$\Delta R_{in}$</td>
<td>5</td>
</tr>
<tr>
<td>$\Delta R_{out}$</td>
<td>5</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>1</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>1</td>
</tr>
<tr>
<td>$\Delta R_{avoid}$</td>
<td>5</td>
</tr>
<tr>
<td>$R_{spacing}$</td>
<td>95</td>
</tr>
</tbody>
</table>

Simulations are performed for a spherical formation and Table (4.3) shows the parameter values chosen. The only parameter that has to be changed to obtain a sphere
from an ellipsoid is \( \gamma \) and \( \lambda \), such that, \( \gamma = \lambda \). Figure (4.7a) shows ten agents in a spherical formation. Figure (4.7b) shows a ‘top view’ of the formation where seven agents are visible and the other three agents that lie on the bottom surface of the sphere can be seen from the ‘bottom view’ in Figure (4.7c). All agents lie within the bounded sphere area.

![Figure 4.7: Spherical formation: (a) Ten agents in formation, (b) Top view of formation in part (a) is shown, (c) Bottom view of formation in part (a)](image)

### 4.1.4 Agent Addition to Existing Formation

When a new agent is added, it’s position is ‘sensed’ by the other agents, provided it is within a suitable range as described in Section (3.3.3). The new agent affects the collision avoidance and dispersion vector field of other agents, resulting in re-configuration of the existing formation. \( R_{\text{spacing}} \) is decreased to accommodate the new agent.

Figure (4.8) shows a formation of four agents before a new agent is added. The agents move from their initial positions at time \( t_0 \) to an intermediate time step \( t_1 \) which is one time step before an agent is added. It can be observed that the agents disperse themselves within the ellipsoid area and are in formation at time \( t_1 \).
Table 4.4: Control Parameters for agent addition to a sphere formation

<table>
<thead>
<tr>
<th>Control Parameters</th>
<th>Sphere Formation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R^*$</td>
<td>70</td>
</tr>
<tr>
<td>$\Delta R_{in}$</td>
<td>5</td>
</tr>
<tr>
<td>$\Delta R_{out}$</td>
<td>5</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>1</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>1</td>
</tr>
<tr>
<td>$\Delta R_{avoid}$</td>
<td>15</td>
</tr>
<tr>
<td>$R_{spacing}$</td>
<td>120</td>
</tr>
</tbody>
</table>

Figure 4.8: Formation of four agents with agent position at initial time ($t_0$) and at intermediate time ($t_1$) before addition of one agent
Figure (4.9) demonstrates re-configuration of the four existing agents to accommodate the new agent. Table (4.4) shows the parameter values chosen. The existing agents move within the ellipsoidal area while the new agent is attracted from outside the ellipsoid. The direction of motion of agents are indicated by arrows along their respective trajectories.

Figure (4.10) shows the variation of distances of four agents from the center of formation to accommodate the new agent. It is observed that, the new agent enters the formation at time $t=1000$ units and four existing agents move within the $R^*$ region to accommodate the new agent.

Figure 4.9: Formation of five agents at final time ($t_2$) where a new agent is added at time $t_1$
4.1.5 Agent Departure from Formation

Formation parameter values chosen are same as in Table (4.4) except that, $R_{spacing}$ is initially chosen as 100 units and is increased to 120 units to accommodate departure of an agent. Figures (4.11) shows formation of five agents where the agents are attracted to the bounded ellipsoid area from points outside and inside the ellipsoid. Position of agents at initial time ($t_0$) and at one time step before departure of an agent ($t_1$) is shown. The direction of motion of agents is denoted by arrows on their respective trajectories. Figure (4.12) show the formation after departure of one agent. The remaining four agents re-configure themselves.

Figure (4.13) shows variation of distances of five agents from the center of formation after re-configuration in the event of departure of one agent. Observe that, the remaining four agents move within the $R^*$ region at $t=1000$ units to re-configure themselves.
Figure 4.11: Formation of five agents at initial time $t_0$ and before departure of one agent ($t_1$)

Figure 4.12: Formation of four agents at initial time $t_0$ and final time $t_2$ after departure of one agent
Figure 4.13: Distance of five agents from the center of formation with departure of one agent

4.2 Dynamic Formation

Table 4.5: Control Parameters for a dynamic sphere formation

<table>
<thead>
<tr>
<th>Control Parameters</th>
<th>Sphere Formation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R^*$</td>
<td>70</td>
</tr>
<tr>
<td>$\Delta R_{in}$</td>
<td>5</td>
</tr>
<tr>
<td>$\Delta R_{out}$</td>
<td>5</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>1</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>1</td>
</tr>
<tr>
<td>$\Delta R_{avoid}$</td>
<td>15</td>
</tr>
<tr>
<td>$R_{spacing}$</td>
<td>105</td>
</tr>
</tbody>
</table>
Simulations are performed to demonstrate six agents following a trajectory in the x-y plane while maintaining a spherical formation. Control parameters used are listed in Table (4.5). The velocity vectors generated by each agent is relative to the center of formation. Therefore, the formation center \((x_c, y_c, z_c)\) shifts as a function of time and is updated as the agents move to obtain a dynamic formation. The only obstacles present in mission space are other agents.

Figure (4.14) illustrates a team of six agents following a trajectory in the x-y plane where agent positions at initial \((t_0)\), intermediate \((t_1)\) and final \((t_2)\) time steps are shown. Although the agents are continuously forced to re-orient themselves to follow the trajectory, they always remain within the bounded spherical formation.

Figure 4.14: Spherical formation of six agents at initial \((t_0)\), intermediate \((t_1)\) and final \((t_f)\) time steps following a trajectory
Figure (4.15) illustrates the path traversed by each agent in the x-y plane relative to the center of formation. Agents beginning at random positions achieve and maintain a spherical formation while the agent avoidance vectors generated by each agent avoids inter-agent collisions. The entire formation does not move as a single unit along the trajectory, instead, velocity vectors are constantly generated by each agent as the center is shifted, resulting in continuous change in positions of the agents with respect to the formation center. The formation is continuously being re-configured and all agents take different time duration to reach their position in the formation.

Figure 4.15: Trajectories of six agents maintaining a spherical formation
Chapter 5

Conclusion and Future Work

5.1 Conclusion

In this research, a control algorithm to attract a team of UAVs to a bounded ellipsoid/ellipsoid-like formation is developed. Potential field vectors and limiting functions have been used to obtain a loose formation of UAVs which can avoid collisions, re-configure in the event of addition or departure of UAVs and move in the mission space while maintaining the formation.

The convergence of agents to the bounded ellipsoid region has been justified theoretically and simulations have been performed with particle agents to verify the accuracy of this method. A set of ellipsoid-like static formations are obtained by changing control parameters and the resulting formation is adaptable to addition or departure of team members. The formation can be scaled to larger team sizes by simply increasing the formation dimensions and a dynamic formation is achieved by shifting the formation center \((x_c, y_c, z_c)\) as a function of time. The advantage of this approach is the simplicity of vector generation and its adaptability to changes in formation shape and size.
5.2 Future Work

Although this research has produced important results, additional steps could be taken to improve the formation control algorithm. Controllers can be designed to tune the agent dispersion parameter to achieve better dispersion in the bounded ellipsoid area when agents depart or additional agents enter the formation. Agent position and velocity can be defined with respect to the global reference frame so that the formation can move as a single unit in the mission space.
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