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ABSTRACT

The increased use of text-mining models as a scoring mechanism for divergent thinking (DT) tasks has sparked concerns about the ways in which automated Originality scores may be influenced by other dimensions of DT, especially Elaboration. The debate centers around the question of whether too much variance in automated Originality scores is accounted for by the number of words a participant uses in a response (i.e., Elaboration), and, thus, how the influence of Elaboration can affect the reliability of Originality scores. Here, a partial correlation analysis, in conjunction with text-mining and psychometric modeling, is conducted to test the degree to which the reliability of Originality scores produced via a freely-available text-mining system is dependent on the variance explained by Elaboration. Findings reveal that, when modern methodological recommendations for text-mining Originality scoring are applied, the reliability of Originality scores estimated by the GloVe 840B text-mining system is not meaningfully confounded by Elaboration. I conclude that, even when the variance attributed to Elaboration is partialled out, this method is capable of providing reliable Originality scores.
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CHAPTER ONE: INTRODUCTION

The study of human creativity has been of interest for decades (e.g., Guilford, 1950; Hudson, 1968; Torrance, 1972, 1995; Simonton, 2018). In the words of Mednick (1962), the process of creative thinking is “the forming of associative elements into new combinations which either meet specific requirements or are in some way useful. The more mutually remote the elements of the new combination, the more creative the process or solution” (p. 221). Under this definition, those who are creative have greater access to remote associative thoughts, that are also useful, which lead to their greater ability to form creative solutions. Similarly, Guilford (1956, 1968) tied the idea of divergent production— or the generation of multiple different solutions for a problem—to creative ability and emphasized the importance of divergent thinking for creative production. Somewhat more recently, Runco and Jaeger (2012) pointed to the standard definition of creativity, which recognizes Originality, or novelty as a core component of creativity. Both, the standard definition of creativity and Guilford’s early conceptualization of divergent thinking are exemplified in much of the scholarly work concerning divergent thinking (DT) today because DT often leads to Originality.

Divergent Thinking as an Indicator of Creative Potential

Divergent thinking (DT) tasks seek to tap the human capacity to generate ideas in many different and unique directions (Runco, 1999; Kaufman et al., 2008; Acar & Runco, 2015). While idea generation is only one of the many processes that make up the
full creative process (Guilford, 1950; Reiter-Palmon, 2018), it is critical to creativity across domains. DT often leads to Originality (unique and uncommon ideas) and Originality is central to creativity (Torrance, 1995; Runco, 2007; Runco & Jaeger, 2012). For this reason, DT tasks have dominated creativity testing, proving to be useful and reliable estimates of human creative potential (Davis, 1989; Plucker, 1999; Acar & Runco, 2019). As such, DT tasks are today the most often utilized measures in the creativity research literature (Plucker & Makel, 2010; Reiter-Palmon et al., 2019).

DT tasks are characterized by open-ended response formats, which prompt the participant to produce several ideas in response to a stimulus (e.g., an abstract picture or a common word). Since the theorizing of Guilford (1956) and Torrance’s (1962, 1970) emphasis on supporting DT in students, participant data has been used by researchers to indicate a number of specific dimensions of DT, including Originality (average novelty of ideas; Runco, 1999), Fluency (quantity of ideas; Hocevar, 1980), Flexibility (diversity of ideas; Guilford, 1968), and Elaboration (the extent to which an idea is explained; Torrance, 1988). The Originality of a given response typically represents the relative remoteness or uncommonness of an idea, such that an idea that is more unusual or uncommon in relation to a given prompt or context would be considered to be more original. Scoring a response for Fluency reflects the aspect of DT concerned with productivity, meaning the more ideas produced in a response, the higher the Fluency score would be. Truly divergent thought, a term coined by Acar and Runco (2015), is not only characterized by uncommon or unique ideas, but also by the generation of ideas in many different directions (Taylor, 1988), as implied by the concept of divergence. The extent to which an individual generates responses that fall into different categories, rather
than responses that follow one cognitive pathway, is a reflection of Flexibility. Therefore, the more diverse each response is from the others, the greater the Flexibility score. Refining or Elaborating on a specific idea has been considered to improve the quality of an idea (Runco & Pritzker, 1999), meaning the level of detail with which a response is explored (Besemer & O’Quin, 1987) may be an indicator of quality. Among these four dimensions, DT tests are most often scored for Originality and Fluency (Hornberg & Reiter-Palmon, 2017).

Divergent thinking abilities are typically measured using both verbal and figural DT tasks (Kuhn & Holling, 2009). Figural DT tasks ask the respondent to participate in activities, such as picture construction and picture completion, or meaning extraction from patterns, lines, or circles. In verbal DT tasks, individuals are presented with a textual problem or stimulus and asked to generate as many written or verbal responses as possible, such as unique uses for an object. Several different verbal and figural DT measures can be found in the creativity literature, such as the widely used Torrance Tests of Creative Thinking (TTCT; Torrance 1998), encompassing both verbal and figural components, the Remote Associates Test (RAT; Mednick, 1968), the Evaluation of Creative Potential (EPoC; Lubart et al., 2011) battery, the Similarities Test and Instances Test (Wallach & Kogan, 1965), and Test of Creative Thinking – Drawing Production (TCT-DP; Jellen & Urban, 1996). Among the various DT measures available, the Alternate Uses Task, (AUT; Guilford, 1967) a verbal DT measure, has dominated DT measurement for many years and remains the most frequently utilized task within creativity literature (Puryear et al., 2017).
The AUT presents participants with a common object (e.g., book) and instructs participants to generate as many creative uses for it as possible. For example, if participants are presented with the prompt “brick”, they may respond with something along the lines of “build a home” or “weapon against predators” for possible uses. Within verbal DT tasks, such as the commonly administered AUT, responses are typically scored on three dimensions: Originality, Fluency, and Flexibility (Guilford 1968; Torrance, 1995). Originality is particularly important and represents the most often quantified DT index because the standard definition of creativity points to Originality as the prerequisite for all creativity (Runco & Jaeger, 2012). Other DT indices, specifically Elaboration, are traditionally more commonly explored in Figural tasks, if at all.

Despite the broad use of the AUT in creativity research, accessibility to efficient scoring methods is limited. Additionally, a thorough psychometric understanding of participant scores from the AUT is currently lacking in comparison to other areas of psychology. These shortcomings of DT measurement are largely due to the open-ended and ill-structured nature of responses on which it relies. Unlike most other psychological attributes that can be quantified using closed-ended items, such as numerical rating scales (e.g., personality attributes), reliable estimates of DT cannot be attained unless participants are allowed the freedom to generate their own ideas through open-ended response sets. However, most psychometric modeling frameworks that evaluate the reliability of scoring models (e.g., item response theory; Lord, 2012) were designed for closed-ended response sets, making it very challenging to assess the reliability of latent scores from the AUT. Not only does the AUT have an open-ended response format (i.e., participants must verbally respond or fill in their responses), it also encourages ill-
structured responses (i.e., participants are not restricted in terms of the number of responses they can supply or the length of those responses.) This response format is incompatible with most psychometric scoring methods, requiring more subjective methods to be utilized when scoring the AUT. To this end, the Originality of participant responses to DT tasks, such as the AUT is often quantified through subjective human judges (e.g., Harrington, 1975; Silvia et al., 2008; Zarnegar et al., 1988). However, inter-rater reliability of judge-based Originality scores can be low, and even when reliability is achieved, human judgment is time- and resource-intensive. Also, the reliability and validity of human-rated Originality scores is subject to measurement error due to the raters’ implicit beliefs and biases. As a result, the subjectivity of scores derived by human-judges has been criticized in the literature (Gwet, 2014), but no alternative for open-ended and ill-structured response types have historically existed.

**Computational Psychometrics**

However, recent advances in text-mining methodology have offered some solutions for the reliable quantification of complex mental attributes like DT that cannot be assessed via closed-ended measures. These solutions are based on a new area of research, called *computational psychometrics* (von Davier, 2017), which combines psychometric methodology and text-mining to produce a method for quantifying language (i.e., mapping words into numbers; e.g., Neuman & Cohen, 2014; Park et al., 2014; Kern et al., 2016). These computational psychometric methods are based on text-mining algorithms that are trained on a massive corpus of text meant to represent the semantic structure of a given language.
Text-mining models can determine the semantic meaning of words by the context in which the specific words appear in the corpus of text. For example, the text-mining model most often used in the psychological literature today is Latent Semantic Analysis (LSA; Landauer et al., 1998), which is a dimensionality reduction technique that derives high-dimensional vector representations of word meaning from the distribution of words in a text corpus. The LSA modeling approach is centered around the distributional hypothesis that the meaning of a word is reflected in its use in language (i.e., the context in which the word is used) and thus in its distributional pattern (Harris, 1954; Lenci, 2008). LSA represents texts in a word × document matrix of word co-occurrence counts, in which the rows represent words, the columns represent documents, and how often each word occurs in each document is specified in the cells. The semantic meaning of each word in the matrix is represented as a numerical vector, and semantic similarity among words can be estimated by taking the cosine of the angle between the word vectors (see Landauer & Dumais, 1997 for a more detailed description). Weighting schemes are often applied to the word-document counts to decrease the extent to which word vectors are impacted by word frequency and to identify informative word-document co-occurrences (Martin & Berry, 2007). Additionally, singular value decomposition (SVD; Golub & Kahan, 1965) is applied to reduce the matrix of word-document counts to a much smaller representation of documents. SVD reduces noise in the data, and thereby reveals the latent structure of the text corpus. The resulting high dimensional structure is referred to as a semantic space.

The capability of text-mining models to represent the semantic structure of a given language has provided psychometricians the opportunity to begin to attempt the
objective (i.e., not human-rated) and automatic (i.e., computer-generated) quantification of complex psychological constructs from open-ended data sources. In fact, some applications of text-mining methodology are experiencing relatively broad use. For example, some complex psychological constructs that are now frequently quantified via text-mining models include, depression (i.e., through textual analysis of patient interview data; Kjell et al., 2019), writing ability (i.e., via computerized essay scoring systems; Rehder et al., 1998; Foltz et al., 2013), and collaborative ability (i.e., examination of semantic structure of participant collaboration efforts on an online chat; He et al., 2017).

In recognition of the broad capabilities of computational psychometrics in various types of knowledge representation, creativity researchers have begun adopting computerized methods, especially text-mining methods, to supplement their own assessment procedures. Evidently, the application of text-mining methodology to creativity assessment is rather valuable, given the often open-ended and ill-structured nature of response data collected in that area of research. In effect, the use of text-mining methods has extended to the assessment of DT, specifically as a scoring mechanism for verbal DT tasks.

**Semantic Distance as a Measure of Originality**

Since Guilford’s (1956, 1968) initial conceptualization of divergent thinking (i.e., divergent production), DT has been a commonly researched construct, resulting in a considerable number of theoretical advances, and the continuous refinement of the methods used to assess DT. Although his early work recognized four DT indices (i.e., Originality, Flexibility, Fluency, and Elaboration), Originality has received noticeable attention, due to its recognition as a central component of creativity (Runco & Jaeger,
2012; Simonton, 2018). As such, the feasibility of sophisticated scoring procedures for participant Originality has been an increasing concern across the creativity literature.

The Originality of participant responses to creative thinking tasks are measured by indicators of uncommonness, cleverness, and remoteness (Wilson et al., 1953). Thus, original ideas or responses are remote in associative terms. The consideration of Originality in terms of associative distance – a viewpoint first conceived by Mednick (1962) – has allowed creativity researchers to conceptualize Originality from DT data in a way that can be represented through text-mining methodology as semantic distance. For example, in terms of associative distance, the Originality of an idea is determined by its distal-relatedness from the context (e.g., a given prompt or stimulus) from which it arose, such that an idea that is normally associated with the given context would be determined as low in terms of Originality and an idea that is uncommon or remote in the given context would be determined more original. Generally, the idea of associative distance described here can be further conceptualized as the semantic distance between a response and a DT prompt. Therefore, rather than basing the Originality of a participant’s response on the remoteness or uniqueness of their idea, it can be determined by the semantic distance between their response and the prompt from which it arose. A greater semantic distance would indicate less similarity between the participant’s response and the DT prompt, signifying a more remote or original response. A smaller semantic distance would represent greater similarity between the response and prompt, indicating a less original response. The ability of text-mining models to represent language and derive semantic relations among responses to DT tasks (e.g., AUT) warrants the application of computational psychometric techniques (e.g., text-mining algorithms such as LSA) to DT
task data. Indeed, such techniques can quantify the semantic distances among DT responses and prompts to generate semantic distance scores, which can then be used to operationalize the associative distance of the responses, and thus the Originality of ideas. Originality scores among ideas can then be psychometrically aggregated to yield the latent Originality of participants.

**Text-Mining Model Use in Creativity Research**

Over the last handful of years, some creativity researchers have been engaged with the creation of automated and objective Originality scoring systems based on text-mining models (Dumas & Dunbar, 2014; Forster & Dunbar, 2009; White & Shah, 2016). These models are trained to identify common patterns of word co-occurrence in a language (e.g., English), and then can be applied by researchers to identify instances where participant responses to a DT task utilize language in an uncommon or Original way (Acar & Runco, 2014; Heinen & Johnson, 2018). Previous work with text-mining model-based Originality scores have shown the method to be useful both in saving the time and money it takes to score DT tasks, but also in uncovering psychologically relevant relations among DT scores and other creativity related measures (Dumas et al., 2020; Gray et al., 2019; Harbison & Haarmann, 2014).

The text-mining algorithm that has dominated the creativity research literature thus far is LSA (Acar & Runco, 2019). LSA has been demonstrated to be an appropriate and effective tool for modeling meaning representation from text to estimate the semantic distances among word and phrases to quantify Originality (Dumas & Dunbar, 2014). The semantic meaning of words are represented as vectors in a geographically represented space and the cosine of the angle between the word vectors represents the semantic
similarity or distance among words, hence the associative distance among those words (Deerwester et al., 1990). Therefore, when estimates of Originality are determined for a response to an AUT prompt, the cosine of the angle between the prompt and response would be calculated to represent the semantic similarity. The semantic similarity score is then subtracted from 1 to yield a semantic distance score (i.e., Originality score) for each response.

Beginning with the work of Forster and Dunbar (2009), the usefulness of LSA based Originality scores has been explored in various contexts and LSA has been utilized to answer a range of questions in the creativity research literature. Forster and Dunbar (2009) were, to the best of my knowledge, the first to demonstrate the feasibility and usefulness of the application of LSA as a tool for scoring DT tasks. They found that LSA-based Originality scores were better predictors of judged creativity than were the traditional DT indices (i.e., Fluency and Elaboration). This study represents one of few investigations using verbal DT tasks that scored responses for Elaboration. In 2014, Dumas and Dunbar explored the psychometric properties of LSA-based Originality scores and their relation to Fluency scores from the AUT. They demonstrated that LSA generated Originality scores have discriminant validity from Fluency scores. Dumas and Runco (2018) explored the relation between Fluency and LSA based Originality scores even further using a partial correlation approach, revealing that Originality scores generated by the LSA model exhibit a high level of reliability, even after the variance explained by Fluency was partialled out.

In a slightly different line of work, Hass (2017) applied LSA as a method to calculate local similarity (semantic relation between adjacent responses) and global
similarity (semantic proximity between prompt and each response). He found that judged creativity was negatively associated with both local and global similarity. Hass (2017) also discovered that participants took less time to generate a similar response than a dissimilar response. Additionally, LSA has been used for its objectivity in quantifying creative potential as a method to compare with self-rated creativity and other-rated creativity. Harbison and Haarmann (2014), noticed that LSA-based indices exhibited a very different relation with self-rated creativity than they did other-rated creativity.

Insights about other psychological phenomena, such as Attention-Deficit/Hyperactivity disorder (ADHD), have been facilitated by the use of LSA. Specifically, White and Shah (2016) demonstrated that semantic distances between word association pairs could explain observed advantages of individuals with ADHD on a measure of DT, which motivated the hypothesis that DT may be assisted by ADHD because of the wider range of semantic activation in individuals with ADHD. Further, LSA-based Originality scores have demonstrated predictive validity in terms of the method’s ability to significantly predict malevolence, a construct theoretically relevant to creativity. LSA-based Originality scores were used by Dumas and Strickland (2018) to explore malevolent responses on the AUT. They found a significantly positive relation between malevolence, as indicated by the generation of a violent response to a prompt (e.g., responded to the prompt “brick” with the use “kill someone”) and participant Originality scores.

**Limitations of Text-Mining Models**

As the use of text-mining models in the creativity research literature continued to grow, concerns related the ability of these models to produce both reliable and valid estimates from DT tasks began to develop. The reliability and validity of Originality
scores estimated using text-mining models are dependent on various factors, but for the purpose of this study, two factors are highlighted: a) the text corpus on which the model was trained and b) the methodological choices made to handle common words (e.g., “and”, “the”, “is”) and to minimize the extent to which text-mining model-based scores are influenced by varying amounts of words in a response (i.e., varying amounts of Elaboration).

**Training corpora.** The most commonly used training corpus for LSA in the creativity literature has been the Touchstone Applied Science Associates (TASA) corpus (Landauer & Dumais, 1997; Kintsch & Bowles, 2002). The TASA corpus is meant to represent the average reading experience of an English-speaking undergraduate student. Despite the frequency of the TASA trained LSA model in the creativity literature compared to other text corpora (e.g., Forster & Dunbar, 2009; Beaty et al., 2014; Prabhakaran et al., 2014), it is arguably outdated, as it was originally created in 1997 and has not been updated since the early 2000’s. It is possible that the TASA corpus is no longer an accurate enough representation of language use to be a reliable corpus for a LSA model to be based. In substitution of the TASA corpus, some creativity researchers have turned to another text corpus to use in their applications of LSA as a possibly more accurate representation of the semantic structure of language. The English 100k (EN 100k; Günther et al., 2015) corpus has been utilized very little in the creativity literature thus far (e.g., Forthmann et al., 2019; Dumas et al., 2020), but shows perhaps greater potential for the reliable quantification of Originality from DT task data than the TASA LSA. This notion is based on the fact that EN 100k is trained on multiple corpora of text including a 2009 Wikipedia dump, the British National Corpus, and web crawl corpus.
Thus, EN 100k represents a more general and newer corpus of text than TASA, possibly making it a better representation of true semantic relations among words.

**The confounding influence of elaboration on originality.** One of the inherent drawbacks of text-mining models when applied to DT responses is the influence that the open-ended nature of DT responses has on the models’ estimations of Originality. Since participants can vary in the level of detail they use to express an idea in response to a DT prompt (i.e., vary in Elaboration), their responses will likely vary in terms of the number of words used to express an idea. This variation in number of words across responses has been found to be a problem for LSA based estimations of Originality because semantic similarity (i.e., cosine of the angle between the two-word vectors) is dependent on the number of words that enter the LSA model (Graesser et al., 2013; Penumatsa et al., 2006). In more technical terms, when a participant’s response contains more than one word (they almost always do), the LSA model will sum the vectors of each word included in that response to obtain the meaning of the entire phrase, which is then used to determine the semantic distance of the response from the DT prompt, and thus an estimate of Originality for that response (Landauer et al., 1997). Since some words are frequently used in responses, known as stop words (e.g., “and”, “the”, “is”), the use of these common words decreases the semantic distance of the response from the prompt, and thus lowers the Originality of the response. For example, if the item “hammer” was administered as the stimulus item in the AUT, text-mining models would certainly give Originality scores to the very different responses “use it as weapon” and “smash the head of a zombie that was attacking you in the apocalypse.” The concern centers around the question of whether these Originality score differences are psychologically valid.
Because automatic Originality scores analyze the specific words used by participants, they are (perhaps unduly) sensitive to the number of words used (Forthmann et al., 2019; Forthmann et al., 2020). In effect, because text-mining model results are influenced not only by the Originality of an idea itself, but also by the specific words and the number of words used to express each idea, the degree to which participants elaborate their DT responses can influence their Originality scores. Consequently, concerns have been raised about the ways in which these automatic and objective Originality scores may be influenced by other dimensions of DT, especially Elaboration. Specifically, these concerns are directed towards Elaboration operationalized as word count within a participants’ verbal (or written) response to a DT task.

Traditionally, Elaboration has not been a commonly explored DT index in verbal DT tasks. However, Forster and Dunbar (2009) assessed Elaboration as one of the verbal DT indices in a comparison between LSA and human judged creativity on the AUT. They reported a relatively large negative correlation of LSA based Originality and Flexibility with Elaboration (indicated by the average number of characters in a response). Later, Forthmann et al., (2017) observed a very similar relation between Originality and Elaboration. More recently, in a simulation performed by Forthmann and colleagues (2019), they investigated this phenomenon (which they refer to as elaboration-bias) known to be caused by the vector addition method utilized by LSA to represent text. Results from Forthmann and colleagues’ (2019) study revealed that Elaboration (defined as word count) confounds LSA-based Originality estimates from the TASA corpus (Landauer & Dumais, 1997) and the EN 100k corpus (Günther et al., 2015), such that as more words were used in response to an item, the smaller the semantic distance between
a prompt and a given response was expected to be (decreasing Originality scores). Once stop-word removal and a simulation-based bias correction were applied, semantic distances from both text-mining models were left uncorrelated with Elaboration. Overall, the slightly larger and newer EN 100k corpus was less affected by Elaboration and was determined more valid than the older TASA corpus, which is slightly smaller in size. Based on these findings, Forthmann and colleagues recommended that LSA and other vector models undergo stop-word removal and a bias correction in future investigations to limit the Elaboration confound. Also, they advise the use of a larger corpus when applying LSA to DT task data in the future to help maximize validity. This demonstration informs the focus of the current study, as I seek to address the recent concerns surrounding the confounding influence of Elaboration, defined as word count, on the reliability of Originality scores using recent recommendations for text-mining methodology.

Here, I report a test of the degree to which the reliability of Originality scores produced via a freely-available text-mining model is dependent on the variance accounted for by Elaboration. The text-mining model employed in this study has very recently been identified as a more valid and reliable model for the assessment of divergent thinking compared to LSA (Dumas et al., 2020). The intention here is not to demonstrate with finality the full reliability and validity of automatic Originality scores. Important psychometric issues surrounding these scoring systems will need to be addressed in the future. The particular goal here is to provide specific details about the current feasibility of automatic Originality scoring, taking Elaboration into account and statistically eliminating it as a possible confound.
CHAPTER TWO: METHODOLOGY

This is a reanalysis of data collected by Dumas et al. 2020. The goal of that study was to assess the reliability and predictive validity of computer-generated Originality scores produced by four major text-mining systems in comparison to human-rated scores. Correlations among Originality and Elaboration were computed, but the confounding effect of Elaboration on the internal consistency of Originality was not part of that earlier study. The goal of this study is to build off of the correlations between Originality and Elaboration found by Dumas and colleagues (2020) and the Elaboration confound demonstrated by Forthmann and colleagues (2019) to investigate this relation in a deeper manner using recent recommendations for text-mining methodology.

Participants

Participants were recruited via Amazon Mechanical Turk, an online crowdsourcing marketplace widely used in psychology research. Only self-reported fluent English speakers over 18 years of age were selected to participate. The final sample included 92 (53 female; 57.6%) participants, ranging from 21 to 68 years of age ($M = 37, SD = 10.58$). The majority of participants ($n = 68; 73.9\%) identified as White, with the remainder identifying as Black ($n = 6; 6.5\%)$, Asian ($n = 9; 9.8\%)$, Latinx ($n = 5; 5.4\%)$, or multiple ethnicities ($n = 4; 4.2\%). A compensation of $3.00 was given for participation.
Measures

The Alternate Uses Task (AUT; Guilford, 1967) is the most frequently employed psychometric measure of divergent thinking and creative potential (e.g., Dumas, 2018; Forthmann et al., 2016; Runco & Acar, 2012). Examinees are presented with a common object and instructed to generate as many creative uses for it within a given time (i.e., 2 minutes per object in this case). Participants were shown the following object names in random order: book, rope, fork, table, pants, bottle, brick, tire, shovel, and shoe.

Scoring the AUT: Elaboration

Concerns related to the confounding of Elaboration with automated Originality scores refer specifically to Elaboration defined as word count. As such, Elaboration for each AUT item (e.g., book) was determined by counting the number of words used by a participant in each response to that item, and then those response-level counts were summed within each of the 10 AUT items. The item-level word counts were then averaged across the 10 items to yield an Elaboration score for each participant. For the purpose of this study, it is critical that the data show sufficient variability in Elaboration across the 10 items due to the importance of this condition for the Elaboration confound to emerge. A low variance in this regard would likely prevent the Elaboration confound from appearing, giving our continued investigation of this phenomenon with these data little purpose. However, Table 1 reveals that the data do in fact display adequate variability in Elaboration, supporting the appropriateness of these data for the purpose of this investigation. Within this analytical sample, on average, participants responded with 13.03 words per AUT item ($SD = 10.46$).
**Scoring the AUT: Originality**

Originality scores were generated using the freely available Global Vectors for Word Representation 840B system (GloVe; Pennington et al., 2014). Trained on a corpus of 840 billion words scraped from a variety of online sources such as Wikipedia and Twitter, GloVe quantifies the semantic relation between two words or phrases in a geometric space. GloVe was used to estimate the semantic distance between each AUT prompt (e.g., book) and response (e.g., read for fun) by calculating the cosine of the angle between the word vectors (see Rakib et al., 2018 for a technical treatment of this procedure). GloVe is conceptually very similar to other more commonly used models for the objective quantification of Originality (e.g., Latent Semantic Analysis; LSA; Landauer et al., 1998; Forthmann et al., 2017) and was recently identified as the most reliable and valid text-mining system for use in divergent thinking research (Dumas et al., 2020). As a result of its massive corpus and probabilistic modeling approach, GloVe 840B may be more appropriate for the measurement of Original thinking than the smaller corpora and traditional parametric approach on which most LSA text-mining models utilized in creativity research (e.g., Beaty et al., 2014; Dumas, 2018; Prabhakaran et al., 2014) are based.

In addition, to best address methodological concerns within the creativity literature related to the confounding of Originality with Elaboration (e.g., Forthmann et al., 2019), an inverse document frequency (IDF) weighting scheme was applied to the GloVe system, in which individual words within AUT responses were weighted depending on their commonness within the 840 billion word GloVe corpus, with common words weighted weakly and uncommon words weighted more strongly (see
Organisciak, 2016 for a technical description of IDF weighting). The intent behind the application of the IDF weighting scheme on the GloVe system was to minimize the influence of word count of an individual response on Originality scores. With the use of the IDF weighting scheme, we hope to maintain better control of the Elaboration confound. Raw cosine-distances (ranging from -1 to 1) from the GloVe system represent semantic similarity, and were subtracted from 1 to yield Originality scores that ranged from 0 to 2 (with higher values indicating more Originality). Originality scores for each response to an AUT item-prompt (e.g., book) were averaged within the item. Item-level Originality scores were averaged across the 10 items to create an Originality score for each participant. Within this sample, participant Originality scores averaged .71 (SD = .04) across the 10 AUT items.

**Residualized Originality**

Partial correlation procedures, similar to those used by Runco and Albert (1985) and Dumas and Runco (2018), were employed. To partial the variance in the Originality scores that could be attributed to Elaboration, 10 separate regression models were fit in which Elaboration scores from each of the 10 AUT items predicted Originality scores associated with the same items. The corresponding residuals from each of the 10 regression analyses were saved (in z-score format) and represented the variance in Originality scores for each AUT item completely independent of Elaboration.
CHAPTER THREE: RESULTS

To illustrate the extent to which Elaboration, or word count in a given response influences the reliability of Originality scores generated by the GloVe 840B text-mining system, the analysis unfolded in the following stages: (a) a thorough investigation of the level of reliability attained by the GloVe Originality scores; (b) an examination of the correlation between Elaboration and GloVe Originality, as well as an analysis of individual R-squared values from the 10 linear regression models; and (c) a reexamination of the reliability of GloVe Originality scores after Elaboration was partialled out (now residualized Originality scores) in comparison to the nonresidualized Originality scores. An explanation of these stages and results are presented below.

Reliability

The primary concern of this investigation was the reliability of participant Originality scores estimated by the GloVe system both before and after Elaboration was statistically controlled. Accordingly, the reliability of Originality scores, residualized Originality scores, and Elaboration scores from the AUT were examined using both Cronbach’s alpha as a measure of internal consistency reliability and Raykov’s reliability (RR; Raykov, 1997) as an estimate of factor reliability. Due to the commonness of Cronbach’s alpha in the literature (Sijtsma, 2009), its use as a reliability estimate in this analysis was to allow for an easier comparison of reliability across studies. However, alpha requires the assumption of essential tau-equivalence, which is unlikely to be met by
the measures used in this study and unnecessary for the measurement of latent Originality. For this reason, estimates of Raykov’s factor reliability for congeneric measures (1997) were generated as a more accurate representation of reliability than alpha. Conceived within the framework of Classical Test Theory (CTT), Raykov’s (1997) approach to estimating reliability uses structural equation modeling (SEM) methodology to assess the reliability of congeneric measures, without the requirement of essential tau-equivalence—a condition typically violated by psychological measures (McNeish, 2018). When tau-equivalence is violated, alpha has been shown to underestimate the reliability of a measure (Miller, 1995; Graham, 2006). Thus, alpha was used as a lower bound estimate of reliability for the measures in this analysis.

**Internal consistency reliability.** Based on coefficient alpha (a lower-bound estimate of reliability in this case), participant Elaboration scores across the 10 items of the AUT demonstrated a high level of internal consistency (α = .959). The 10 item-level GloVe Originality scores demonstrated a border-line acceptable level of internal consistency (α = .784). Once the variance in GloVe Originality scores explained by Elaboration was partialled out through the 10 separate regression models, the new residualized GloVe Originality scores displayed a nearly identical level of internal consistency (α = .783) to the non-residualized Originality scores. These findings suggest that the GloVe text-mining system (at worst) generates Originality scores with a level of reliability that is border-line acceptable in the psychological research literature (.80 or above generally acceptable). More importantly, the minimal decrease in the reliability of GloVe Originality after Elaboration was statistically controlled implies that the GloVe Originality scores were not meaningfully confounded by Elaboration.
Confirmatory factor analysis. Three separate unidimensional confirmatory factor analysis (CFA) models were fit to examine the factor structure of the AUT with respect to Elaboration, GloVe Originality, and residualized GloVe Originality, and allow for the estimation of Raykov’s factor reliability. Using the summed scores for word count across the 10 AUT items, a single-factor CFA model was fit, in which the 10 item-level Elaboration scores loaded on the Elaboration factor. The subsequent CFA models correspond to the theoretical assumption that all of the AUT prompts (when scored for Originality) indicate a single underlying Originality construct. Respectively, another CFA model was fit, in which the 10 item-level Originality scores generated by the GloVe system were loaded on the Originality factor. Then, after Elaboration was partialled out of the Originality scores, the 10 item-level residualized Originality scores loaded on the residualized Originality factor in the third CFA. Conceptual path diagrams of each of the three CFA models can be found in Figures 1, 2, and 3 and the standardized loadings can be found in Table 3. The CFA models were fit using maximum likelihood estimation in STATA version 15.1. Based on the model root mean square error of approximation (RMSEA), none of the models achieved a level of model-data fit that would be considered ideal in the methodological literature (i.e., below .06; Hu & Bentler, 1999; McNeish et al., 2018). However, the model RMSEA values would be considered more acceptable for the current standards in the creativity literature, where measurement model-data fit is often slightly weaker than in other areas of measurement (e.g., Yoon, 2017). Please see Table 2 for the model fit statistics for each of the three CFA models.
Factor reliability. Based on the three CFA models, Raykov’s factor reliability estimates were generated using the “relicoef” module in STATA 15.1 (Mehmetoglu, 2015). Elaboration scores across the 10 items demonstrated a high level of factor reliability ($RR = .961$). The 10 item-level GloVe Originality scores demonstrated a good level of factor reliability ($RR = .800$) that would likely be considered acceptable in the creativity literature. Once Elaboration was statistically controlled, the new residualized Originality scores for each of the 10 object-prompts displayed an identical Raykov’s reliability estimate ($RR = .800$) to the non-residualized Originality scores. Based on the $RR$ estimates above, which are anticipated to be more accurate than alpha, the GloVe text-mining system is capable of producing reliable Originality scores that are unaffected by Elaboration, at least within the decimal places included in this calculation.

Influence of Elaboration on GloVe Originality

The bivariate correlation between Elaboration and Originality for the full AUT was small ($r = .13, p = .22$). This finding reveals that Elaboration, or number of words used in a response, and response Originality (generated by the GloVe system) did not share a lot of variance and therefore, do not appear to have a meaningful relation in this study. This small relation corroborates the conclusion that Elaboration did not meaningfully confound GloVe Originality scores in this investigation.

After statistically controlling Elaboration by partialling out the variance in Originality scores attributed to Elaboration via the 10 regression models (one regression model for each AUT prompt), the corresponding R-squared statistics were analyzed. Each of the 10 regression analyses produced small R-squared statistics, ranging from $<.001$ to $.057$, although most of the R-squared values were substantially lower than $.057$
(see Table 1 for exact R-squared values). The small R-squared statistics reveal that Elaboration explained as much as 5.7% of the variance in participant Originality scores and as little as .1%. Moreover, the variance in Elaboration, or number of words used in a response, had very little influence on the Originality scores generated by the GloVe system.
CHAPTER FOUR: DISCUSSION AND FUTURE DIRECTIONS

The results from this analysis address the important concern that too much variance in Originality scores is accounted for by the number of words used in DT responses (i.e., Elaboration). The results revealed that—at least when modern methodological recommendations for text-mining Originality scoring are applied (Forthmann et al., 2019)—the reliability of automatic Originality scores generated by the GloVe 840B system is not meaningfully confounded by Elaboration.

Glove is a Useful Text-Mining Model for Scoring Originality

Most of the existing DT research utilizing text-mining models apply the TASA LSA (e.g., Dumas & Dunbar, 2016; Hass, 2017), which as mentioned earlier in this work, has not been updated since the early 2000s. A very small portion of the research on DT has applied the EN 100K LSA (Forthmann et al., 2019; Dumas et al., 2020). These LSA models may yield less accurate Originality estimates compared to other models, such as GloVe, because the LSA space is unable to update its semantic representations in response to humans’ continual accumulation of language. In other words, language is always evolving and adapting as humans evolve, but the LSA space cannot integrate new documents after it has been built without recomputing the original matrix. Doing so
would require the LSA space to be rebuilt entirely. This fact prevents the LSA space from adapting to the dynamic nature of human language, calling into question the validity of this roughly 20-year-old system (Recchia & Jones, 2009; Lemaire & Denhière, 2004).

To the best of my knowledge, the GloVe 840B text-mining model has been used in the creativity literature only once prior to this investigation (Dumas et al., 2020), but based on the findings from both analyses, creativity researchers might reconsider their use of the TASA LSA and EN 100K and instead apply the GloVe 840B system to quantify Originality in future investigations using DT task data. Since tau-equivalence, a condition required for accurate estimations of Cronbach’s alpha, is not typically met by the measures used in this study (Dumas & Dunbar, 2014), I point toward the Raykov’s factor reliability ($RR$) estimates as the more reasonable representation of the reliability of the Originality scores, and the alpha estimates as a lower bound. With this in mind, note that when estimating the reliability of GloVe Originality scores using Raykov’s method, the factor scores demonstrate a good level of reliability, which is unaffected by the potential confounding of Elaboration, at least within the decimal places included in this calculation, and within the statistical power of this investigation given the number of items administered and the sample size ($RR_{\text{Originality}} = .800$, $RR_{\text{Residualized Originality}} = .800$).

Please note, the relation between automated Originality scores and Elaboration found in this study is noticeably different than that of the study conducted by Forthmann and colleagues (2019). It appears that certain methodological choices made in this demonstration allowed for a better control of what Forthmann and colleagues called the elaboration-bias. This study’s better control of the elaboration-bias compared to that of Forthmann and colleagues (2019) is possibly due to: (a) GloVe’s larger corpus size
compared to that of the TASA LSA and EN 100K LSA, (b) the modeling framework on which GloVe’s semantic space is created (i.e., modern log-bilinear modeling approach), and (c) the application of the IDF weighting scheme to the GloVe model. Demonstrations have shown these components to be advantageous in effectively detecting the semantic meaning of words and phrases, often leading to greater validity in GloVe estimations compared to those from other models, such as LSA (e.g., Pennington et al., 2014; Naili et al., 2017; Dumas et al., 2020).

Generally, a larger training corpus may be more representative of real-word language use, and therefore more capable of reproducing the semantic structure of a given language (Reccia & Jones, 2009). It is my belief that the substantial increase in word coverage achieved by the GloVe system compared to that of the models used by Forthmann and colleagues (2019) may have led to more psychologically valid and reliable Originality scores, resulting in a better control of the elaboration-bias in this study. Additionally, the GloVe system combines the main benefits of matrix factorization, count-based methods (e.g., LSA) that can exploit global statistical information with more modern, log-bilinear predictive methods to produce a vector space with meaningful linear substructures (see Pennington et al., 2014 for a more detailed explanation). More specifically, GloVe examines the semantic relationship between words by studying the ratio of their co-occurrence probabilities with various probe words, while LSA simply examines the raw probabilities. Compared to raw probabilities, ratios help to reduce noise because they can better discriminate between two very similar words and distinguish between relevant and irrelevant words (Pennington et al., 2014). Therefore, it is likely that ratios can more effectively estimate semantic distance.
To further address concerns related to the elaboration-bias an inverse document frequency (IDF) weighting scheme was applied to the GloVe system, in which words were weighted based on their commonness within the word corpus (see Organisciak, 2016). This technique was intended to minimize the influence of word count in an individual response, or Elaboration, on Originality scores derived by GloVe, which I presume helped to more effectively avoid the elaboration-bias.

This blend of approaches that make up the GloVe framework in this study have been shown to be more effective in detecting the semantic meaning of words and phrases than estimations based on LSA (e.g., Naili et al., 2017; Dumas et al., 2020; Pennington et al., 2014). For example, Naili and colleagues (2017) found that the traditional count-based method employed by LSA yielded the largest error rate in learning word vector representations compared to the more efficient count-based prediction method utilized by GloVe. In the recent comparison of the reliability and validity of four text-mining models (EN 100k LSA, TASA LSA, Word2Vec, and GloVe 840B; Dumas et al., 2020) on which this study is based, GloVe emerged as the best model to use for the estimation of Originality. In another demonstration by Pennington and his colleagues (2014), GloVe significantly outperformed other models trained on corpora of the same size, and often outperformed models trained on substantially larger corpora on word analogy, word similarity, and named entity recognition tasks. This suggests that GloVe may have an advantageous modeling approach that is contributing to its better performance regardless of corpus size. Thus, it is plausible that the use of the GloVe model instead of the LSA model used by Forthmann and colleagues (2019) elicited more psychologically relevant and valid results, contributing to a better control of the elaboration-bias.
In my estimation, the combination of these factors allowed for a more valid representation of semantic relations compared to the TASA LSA and EN 100k LSA, and thus more psychologically valid and reliable Originality scores. As a result, it is possible that this approach limited the emergence of the problematic relation often found between Originality and Elaboration (e.g., Forthmann et al., 2019).

Limitations and Future Directions

Since this analysis was based solely on one DT measure (i.e., AUT) and it has been shown that DT scores for the same participant can vary across different DT tasks (Runco et al., 2016), it would be beneficial for future studies to assess how GloVe Originality scores perform when they are based on other well accepted DT measures, such as the TTCT (Torrance, 1999). It is possible that some DT tasks are more prone to Elaboration, or word count biasing Originality scores than others. Also, since these results are entirely based on a native English-speaking population, it would be interesting to investigate the relation between text-mining model-based Originality and Elaboration in a non-native English-speaking sample. The relation between word count and Originality could look very different in a sample with a different cultural background. Similarly, future investigations of divergent thinking using text-mining models should consider using GloVe to assess the correlation between Elaboration and Originality in a sample of children. According to the standard definition of creativity (Runco & Jaeger, 2012), an original idea is not creative unless it is useful or effective. As far as I am aware, creativity researchers have used text-mining models to estimate the Originality of an idea, but not the usefulness of an idea. A meaningful future direction might attempt the use of a text-mining model to assess the Originality and usefulness of an idea in response to a
measure such as the AUT. Then, aggregate the Originality and usefulness scores to suggest how creative an idea is. The combination of objective Originality and usefulness estimates would inform an individual’s level of creativity, rather than just creative potential, which is all that DT tasks can measure without taking into account usefulness. Through the objective quantification of usefulness via text-mining models, creativity researchers would avoid potential reliability issues that can sometimes arise when subjective judge-based scoring methods are used.

**Issues with quantifying elaboration.** It is important to note that Elaboration and word count are not synonymous, but rather word count is one operationalization of Elaboration (Forster & Dunbar, 2009). Elaboration is an inherently subjective DT index, however defining Elaboration as word count allows for this index to be scored in a more objective and efficient manner. Objectively quantifying Elaboration has some drawbacks. One particular issue with quantifying Elaboration as word count is that a requirement of Elaboration “is that the idea be elaborate-able in the first place, which is only possible if there is a tangible association between the object and its use” (Forster & Dunbar, 2009, p. 603). When Elaboration scores are derived via count-based methods on the computer, there is no way of knowing if participant responses are coherent or meaningful. Thus, defining Elaboration as word count is not guaranteed to be informative of divergent thinking or creative potential, but rather useful as a means of controlling for the potential confounding influence that the vector addition method can have on automated Originality scores.

**Recommendations of bias-corrections for elaboration.** Despite the chosen text-mining system for scoring DT tasks, creativity researchers should actively try to avoid the
elaboration-bias that can emerge from the vector addition method used by semantic algorithms to represent text. This bias is likely to emerge in other word vector models too, as they all employ very similar methods when representing the semantic structure of language (Jones et al., 2015; Mandera et al., 2017). It is vital that techniques, such as stop-word removal, a simulation-based correction (Hass, 2016a,b; Forthmann et al., 2019), or an IDF term-weighting correction (Organisciak, 2016; Dumas et al., 2020) are applied to the automated Originality scores to help control for the likely confounding of Elaboration with Originality. Forthmann and colleagues (2019) have demonstrated that the removal of stop words decreases the variation in the number of words used to express ideas that can be seen as synonymous. The residual variance that still remains after stop-word removal can then be accounted for by the simulation-based correction, reducing the elaboration-bias even further.

**Closing Comments**

Considering the frequent concerns regarding the confounding of Elaboration, or word count with automated Originality scores, it is my hope that creativity researchers can apply the methodological approaches used in this study (i.e., IDF weighted GloVe scores) to their own work to maintain better control of the influence word count often has on automated Originality scores. There is undoubtedly further psychometric work to be done regarding automatic Originality scoring procedures, but the evidence here suggests that even when the variance attributed to Elaboration is partialled out, this method is capable of providing reliable Originality scores. Although the evidence presented here is not enough proof to guarantee that the methods used in this study will diminish the elaboration-confound in all contexts in the future, it is my estimation that this information
is meaningful and can help push creativity researchers in the right direction while trying to achieve reliable Originality scores from text-mining models.

As Guilford (1968) pointed out, “Most of our problem solving in everyday life involves divergent thinking” (p. 8), likely because divergent thinking often leads to Originality, and thus creative ideas that find solutions to those problems. Similarly, Kaufman and colleagues (2008) explained, “When problem solving, the divergent thinker simply has a fuller cognitive toolbox from which to pull potential solutions, which from a statistical perspective suggests a greater chance of solving a problem than someone with fewer, less original ideas” (p. 17). This idea suggests that DT and Originality are critical for creative thinking and advantageous for the cognitive processes that facilitate an individual’s ability to innovate around obstacles and challenges. Therefore, it is important that creativity researchers develop an empirical understanding of characteristics such as these and establish an optimal approach to measuring them. Once this is achieved, it will be easier to foster creativity among students, employees, and many others, so they are more equipped to pose innovative and effective solutions to problems. As a result, humans will be more prepared and capable to overcome unprecedented challenges that may arise in the future.
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APPENDICES

Appendix A – Tables 1-3

Table 1.
Means and standard deviations for Originality scores and Elaboration on each AUT object-prompt and R-squared coefficients from each of the 10 linear regressions.

<table>
<thead>
<tr>
<th>AUT Object-Prompt</th>
<th>M</th>
<th>SD</th>
<th>M</th>
<th>SD</th>
<th>R²</th>
</tr>
</thead>
<tbody>
<tr>
<td>Book</td>
<td>.780</td>
<td>.098</td>
<td>13.51</td>
<td>12.07</td>
<td>.005</td>
</tr>
<tr>
<td>Rope</td>
<td>.642</td>
<td>.065</td>
<td>13.99</td>
<td>12.63</td>
<td>.017</td>
</tr>
<tr>
<td>Fork</td>
<td>.757</td>
<td>.048</td>
<td>12.10</td>
<td>11.32</td>
<td>.001</td>
</tr>
<tr>
<td>Table</td>
<td>.681</td>
<td>.069</td>
<td>14.95</td>
<td>13.49</td>
<td>.029</td>
</tr>
<tr>
<td>Pants</td>
<td>.650</td>
<td>.086</td>
<td>13.64</td>
<td>12.80</td>
<td>.002</td>
</tr>
<tr>
<td>Bottle</td>
<td>.689</td>
<td>.082</td>
<td>15.50</td>
<td>15.50</td>
<td>.043</td>
</tr>
<tr>
<td>Brick</td>
<td>.719</td>
<td>.076</td>
<td>12.22</td>
<td>11.03</td>
<td>.001</td>
</tr>
<tr>
<td>Tire</td>
<td>.709</td>
<td>.077</td>
<td>13.23</td>
<td>12.33</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Shovel</td>
<td>.696</td>
<td>.068</td>
<td>10.19</td>
<td>10.07</td>
<td>.057</td>
</tr>
<tr>
<td>Shoe</td>
<td>.746</td>
<td>.078</td>
<td>11.00</td>
<td>10.24</td>
<td>.001</td>
</tr>
</tbody>
</table>

Note: Means and standard deviations for Originality are presented on the left, followed by the means and standard deviations for Elaboration, or number of words used in response to that item. All 10 regression models were computed with the Elaboration score as the predictor and the Originality score as the outcome.
Table 2.  
*Model fit statistics from the CFA models for Elaboration, GloVe Originality, and residualized GloVe Originality scores from the AUT.*

<table>
<thead>
<tr>
<th>Model</th>
<th>$X^2$</th>
<th>df</th>
<th>RMSEA</th>
<th>CFI</th>
<th>SRMR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elaboration</td>
<td>97.356**</td>
<td>35</td>
<td>0.139</td>
<td>0.932</td>
<td>0.042</td>
</tr>
<tr>
<td>Originality</td>
<td>65.887*</td>
<td>35</td>
<td>0.104</td>
<td>0.835</td>
<td>0.082</td>
</tr>
<tr>
<td>Residualized Originality</td>
<td>64.113*</td>
<td>35</td>
<td>0.101</td>
<td>0.842</td>
<td>0.081</td>
</tr>
</tbody>
</table>

*Note: *p < .01, **p < .001.*
Table 3. *Alternate Uses Task prompt standardized loadings from the three unidimensional confirmatory factor analyses.*

<table>
<thead>
<tr>
<th></th>
<th>Elaboration</th>
<th>Originality</th>
<th>Residualized Originality</th>
</tr>
</thead>
<tbody>
<tr>
<td>Book</td>
<td>0.778</td>
<td>0.672</td>
<td>0.689</td>
</tr>
<tr>
<td>Rope</td>
<td>0.844</td>
<td>0.192</td>
<td>0.176</td>
</tr>
<tr>
<td>Fork</td>
<td>0.807</td>
<td>0.217</td>
<td>0.22</td>
</tr>
<tr>
<td>Table</td>
<td>0.905</td>
<td>0.346</td>
<td>0.356</td>
</tr>
<tr>
<td>Pants</td>
<td>0.904</td>
<td>0.475</td>
<td>0.463</td>
</tr>
<tr>
<td>Bottle</td>
<td>0.815</td>
<td>0.791</td>
<td>0.771</td>
</tr>
<tr>
<td>Brick</td>
<td>0.852</td>
<td>0.635</td>
<td>0.644</td>
</tr>
<tr>
<td>Tire</td>
<td>0.891</td>
<td>0.488</td>
<td>0.492</td>
</tr>
<tr>
<td>Shovel</td>
<td>0.833</td>
<td>0.444</td>
<td>0.443</td>
</tr>
<tr>
<td>Shoe</td>
<td>0.796</td>
<td>0.759</td>
<td>0.757</td>
</tr>
</tbody>
</table>

*Note:* All standardized loadings are significant at p < .05 except for Rope and Fork in the Originality and Residualized Originality models.
Appendix B – Figures 1-3

Figure 1. Conceptual path diagram of the latent measurement model used to determine the factor reliability of the Elaboration, or word count, scores from the AUT.
Figure 2. Conceptual path diagram of the latent measurement model used to determine the factor reliability of the GloVe Originality scores from the AUT.
Figure 3. Conceptual path diagram of the latent measurement model used to determine the factor reliability of the residualized GloVe Originality scores from the AUT.