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ABSTRACT

This dissertation investigates the feasibility and effectiveness of using Reinforcement

Learning (RL) techniques for power system dynamic control, particularly voltage and fre-

quency control. The conventional control strategies used in power systems are complex and

time-consuming due to the complicated high-order nonlinearities of the system. RL, which

is a type of neural network-based technique, has shown promise in solving these complex

problems by fitting any nonlinear system with the proper network structure.

The proposed RL algorithm, called Guided Surrogate Gradient-based Evolution Strat-

egy (GSES) determines the weights of the policy (which generates the action for our control

reference signal) without back-propagation process for gradient update using a simultane-

ous perturbation stochastic approximation approach comparing to many other RL algo-

rithms, thus it achieves a much faster and more robust learning convergence. It is intro-

duced and implemented in three different power system scenarios: High Voltage Direct

Current (HVDC) based inter-area oscillation damping system, Doubly-fed Induction Gen-

erator (DFIG) based Fault-Ride-Through (FRT) system, and modified IEEE-39 Bus based

frequency regulation system. In the case of the HVDC-based system, the proposed GSES-

based power oscillation damping control approach overcomes the challenges of setting

optimal controller parameters of the HVDC under various system transient events. This

approach is also shown to be superior to conventional power oscillation damping meth-

ods. Further, the GSES algorithm is found to be effective in controlling the DFIG power

and capacitor DC-link voltage, which helps prevent the rotor of DFIG from over-current
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risk and maintain the grid-connected operation. Finally, the proposed RL-based solution

for frequency response in wind farms is tested on a modified IEEE-39 bus system and is

found to reliably support the frequency of the power system and prevent unnecessary load

shedding.

Overall, this dissertation shows the potential of RL-based techniques in power system

dynamic control, particularly frequency control, and provides evidence for the effectiveness

of the GSES algorithm in various power system scenarios. The use of RL in power systems

could lead to more efficient and effective control strategies during contingencies, which is

crucial in maintaining the stability of today’s large, high-order nonlinear dynamic power

systems.
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CHAPTER 1

INTRODUCTION

Electricity has become a fundamental necessity in modern society, and power system

control and stability are essential to ensure its reliable delivery. One of the primary ob-

jectives of power system control is to maintain a balance between generation and load to

ensure voltage and frequency stability. However, with the increasing complexity of modern

power systems, controlling them has become more challenging, especially during contin-

gencies.

Today’s power systems are large high-order nonlinear dynamic systems that pose sig-

nificant challenges to conventional control strategies. Most traditional control strategies

rely on system modeling, which is time-consuming and challenging in modern large-scale

power systems. However, the advent of neural networks has revolutionized the field of

control engineering by offering a powerful tool for fitting any nonlinear system. As such,

they are a promising technology for power system control.

This dissertation aims to explore the feasibility and effectiveness of neural network-

based technology in solving complex problems in today’s power systems. The study

will simulate various systems and scenarios, including Doubly-fed Induction Generator

(DFIG)-based systems, High Voltage Direct Current (HVDC)-based systems, and DFIG-

based IEEE-39 Bus Frequency Regulation (FR) systems. The research will evaluate the per-

formance of neural network-based control strategies in comparison to conventional control
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strategies, with a particular focus on the ability to maintain voltage and frequency stability

during contingencies.

The research conducted in this dissertation will provide valuable insights into the po-

tential of neural network-based control strategies in modern power systems. By demon-

strating the feasibility and effectiveness of these strategies, the study could pave the way

for the development of more efficient and effective control technologies for power systems,

contributing to the sustainable and reliable delivery of electricity for generations to come.

1.1 Literature Review

1.1.1 Motivation and Related Works [1]

In the 21st century, the power system becomes more and more complex. The power

system’s complexity is a result of the integration of renewable energy resources, flexible

active loads, and coupling with other energy forms. First, the integration of renewable

energy resources, such as wind and solar power, presents challenges to frequency control

due to the variability of these energy sources. Then, flexible active loads, such as electric

vehicles and smart homes, introduce additional complexity due to their variability and un-

predictability. Last, coupling with other energy forms, such as gas and heat, introduces new

challenges due to the need for coordinated control. Especially, the complexity of the power

system poses challenges for frequency analysis and control due to high-order nonlinearities

introduced by the highly complex mechanism of frequency dynamics and stability and the

diversity of frequency control means. In this dissertation, we will explore the role of Deep

Learning (DL) in addressing the challenges associated with frequency analysis and control

in complex power systems.
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1.1.2 Role of Deep Learning

Deep learning is a popular computational technology nowadays because it has shown

great potential in addressing the challenges associated with frequency analysis and control

in complex power systems due to the following aspects:

• The power system is evolving into a cyber-physical system that combines smart grid

technology with measurement, communication, and external systems [2]. New mea-

suring devices, such as Phasor Measurement Units (PMUs) and Wide Area Mea-

surement Systems (WAMS), are becoming more popular for power system security,

stability assessment, disturbance monitoring, and position [3, 4]. The authors discuss

and vision the future distributed energy systems and control technologies in [5, 6].

In [7], an energy consumption planing approach based on game theory is proposed

for future smart grid at distribution level. [8, 9] demonstrate the potential of rein-

forcement learning for building energy control. Future pricing mechanism for smart

distributional system is also discussed in [10, 11]. The informatization of the power

system provides opportunities for analyzing and controlling the power system and re-

quires a rethinking of frequency research methodology. Massive sample data-based

data mining and analysis are essential for leveraging the advantages of power system

informatization. In particular, DL, a powerful big data analysis method, is useful

for data classification and feature extraction in complex mechanism environments,

allowing fast online calculation and adaptive adjustment of frequency regulation and

control strategy in power system informatization.

• The integration of Renewable Energy Sources (RES), flexible active loads, and large-

scale regional interconnection is increasing system dimensions and decreasing sys-

tem stability margins, making the power system more complex [12] as mentioned

in subsection 1.1.1. This complexity affects the dynamic behavior of power system
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frequency due to the uncertainty of RES, electronic devices, and multi-time scale

coupling with other energy forms. The low inertia and randomness of the output

of RES units reduce the ability to resist disturbance and regulation, leading to fre-

quency stability issues. Additionally, the multi-scale, wide-band electromagnetic

dynamics between converters and conventional grid elements increase the difficulty

of frequency stability analysis and control [13]. However, DL can explore poten-

tially related factors of frequency problems and reveal the physical characteristics of

frequency problems from a data perspective, which is beneficial for studying the dy-

namic behavior of frequency, predicting its trend, and assessing its stability. DL also

offers data-driven fast regulation capability and new opportunities for frequency is-

sues [14]. Thus, DL is a powerful tool for frequency stability analysis and control in

complex power systems, driving changes in frequency analysis theory and methods

[15].

• Traditional offline prediction-based frequency stability control strategies face chal-

lenges due to the high uncertainty and unpredictability of RES and loads [16]. The

expansion of system scale and enhancement of uncertainty in operation modes in-

crease the number of stability control strategies required and enlarge control target

dimensions, making control difficult due to unclear mechanisms [17, 18]. Simple

pattern-based approaches are insufficient for stability control under the impact of

complex and large capacity active power. Therefore, online computational aspects of

frequency control are crucial, and data-driven modeling and control techniques are

important for future research [18]. Intelligent control based on Artificial Intelligence

(AI) can effectively use vast amounts of data from PMU and WAMS, take advantage

of DL in nonlinear function approximation and learning, and fit data-driven mapping

relationships between stability control strategy and frequency stability constraints.
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Adaptive analysis on system operation mode and complex fault scenarios can en-

able online calculation and rapid adjustment of control strategy, enabling precise

frequency control. Thus, data-driven modeling and control techniques, as well as

intelligent control based on AI, are necessary for effective frequency stability control

in modern power grids. These techniques can enable online computation and adapt

to complex scenarios, ensuring the optimal operation of the power system.

In a word, DL algorithms can analyze large amounts of data to identify patterns and

relationships, enabling accurate and timely decision-making. In addition, it can also learn

from past experiences to improve its performance and adapt to changing conditions. These

features succeed to bring the DL technology into power system to solve the difficulty of

high-order nonlinearities by the increased complexity as we mentioned in subsection 1.1.1.

Therefore, there are plenty of different DL-based applications in power systems, but a

few about the frequency analysis and control. Thus, we would like to fill the gap in this

area. Typically, DL can be used for various tasks related to frequency analysis and control,

such as predicting frequency deviations, identifying the causes of frequency deviations, and

designing control strategies to maintain frequency stability. DL algorithms can also be used

to optimize the operation of the power system by predicting the power output of renewable

energy resources and adjusting the operation of flexible active loads. In this dissertation, we

will use RL, one type of machine learning which utilizes DL’s advantages-based algorithm

to design a general control strategy for power system dynamic control.

1.1.3 Comparison with Conventional Control Strategies

Power system dynamic control techniques such as time-domain simulation, equivalent

models, and intelligent methods have been widely used in power systems [19]. However,

these traditional methods have limitations when dealing with the frequency and voltage
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problems of modern power systems, which are high-dimensional, time-varying, nonlinear,

and involve multi-source information interaction as summarized in follows [1]:

• Time-domain simulation is advantageous because it provides high accuracy and com-

prehensive information. However, it has some disadvantages, such as a large amount

of calculation, time-consuming, and modeling difficulty. Time-domain simulation is

applicable to disturbances of unlimited size and scale.

• Mathematical equivalent model is a fast approach that offers visuality, rigorous deriva-

tion, and clear logic. However, it has low calculation accuracy and ignores some

factors, and obtaining parameters is difficult. Mathematical equivalent model is ap-

plicable to small disturbances and scale.

• Artificial intelligence based on Shallow Learning (SHL) has a fast training speed

and strong mathematical theory support. However, its ability of feature extraction is

limited, it depends on manual experience, and has poor generalization. AI based on

SHL is applicable to large disturbances and unlimited scale.

• Artificial intelligence based on DL offers high precision, high speed, and good gen-

eralization. However, it has poor interpretability and depends on the data volume. AI

based on DL is applicable to large disturbances and unlimited scale.

Thanks to the development of WAMS techniques and data processing capabilities, in-

formation collection and processing are no longer obstacles to power system online op-

eration and control [20]. In particular, intelligent methods that rely on frequency data

samples for learning and online analysis are suitable for frequency analysis under large

disturbances. Among these methods, DL stands out as a promising approach to address

complex frequency issues in modern power systems. DL can adapt to the nonlinear and
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complex features of the power system and identify the potential causes of frequency prob-

lems. Moreover, DL’s ability to learn from massive data and identify subtle patterns can

help capture complex relationships between input and output variables, making it a suitable

method for frequency analysis under large disturbances. Therefore, the application of in-

telligent methods, especially DL, in frequency analysis can enhance the effectiveness and

efficiency of power system frequency analysis and control, which is crucial for maintaining

the stability and security of power systems.

However, DL requires large amount of labeled data in advance, which is one of the

major disadvantages of DL. Reinforcement Learning (RL), which does not require those

data prepared in advance, instead, it collects the data through exploring the environment by

itself during the training process. In addition, it’s policy function can based on deep neural

network for taking the advantage of DL’s characteristics. Thus, it is popular for optimal

decision-making problems. It is also a good fit of our power system dynamic control strat-

egy problem as we can make RL make decision or control signal of our dynamical power

system. We will explore more about RL in section 2.2.

1.1.4 Guided Surrogate Gradient-based Evolution Strategy versus Existing Reinforcement

Learning Methods

Continuous control with RL methods is a common practice in simulation environments

using standard benchmark suites. Among the most popular RL algorithms, asynchronous

parallelization of actor-critic methods is used for fast policy training in Atari video games

and MuJoCo (A physics engine for model-based control [21]) models [22]. The Gener-

alized Advantage Estimation (GAE) method, which reduces variance with less bias than

previous techniques, is widely used for advantage estimation [23]. The Trust Region Pol-

icy Optimization (TRPO) algorithm maximizes an approximate average reward objective

and is regularized by a KL-divergence penalty [24]. The Proximal Policy Optimization
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(PPO) algorithm is a successor to TRPO and has better sample complexity and easier im-

plementation [25]. The Deep Deterministic Policy Gradient (DDPG) method integrates

Deep Q-Network (DQN) [26] and actor-critic framework for deterministic policy learning

[27]. On the other hand, the Soft Actor-Critic (SAC) algorithm is an off-policy actor-critic

method that maximizes both the expected reward and the entropy of a stochastic policy.

Linear policies can be used to simplify the search space, and natural gradients can be uti-

lized to train linear policies for the MuJoCo locomotion tasks.

However, the major disadvantage of most existing RL algorithms is less robustness due

to too many hyper-parameters to be tuned. The Guided Surrogate Gradient-based Evolu-

tion Strategy (GSES) is a type of RL algorithm that takes a different approach to gradient

descent computation than other algorithms. Unlike other RL algorithms, GSES does not

require a backpropagation process to determine the gradient descent. Instead, it uses an

evolutionary strategy that involves perturbing multiple stochastic approximations and se-

lecting the action direction with the highest estimated reward. This approach makes GSES

more robust and easier to train compared to other RL algorithms that rely heavily on hyper-

parameters. Moreover, a surrogate gradient method is used during the training process to

further reduce the variance and guide the evolutionary direction more effectively. To speed

up the computational process, parallel computation techniques are implemented, which al-

low GSES to engage with multiple workers simultaneously during the training process.

This approach results in faster and more efficient training. The use of parallel computation

techniques, along with the surrogate gradient method, has made GSES a highly effective

and efficient RL algorithm.

1.1.5 Conclusion

In conclusion, the integration of renewable energy resources, flexible active loads, and

coupling with other energy forms has made the power system more complex, posing chal-
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lenges for frequency analysis and control. DL has shown great potential in addressing

these challenges by leveraging the advantages of power system informatization, exploring

potentially related factors of frequency problems, and offering data-driven fast regulation

capabilities. Therefore, DL (more concretely, RL) algorithms can be used for various tasks

related to frequency analysis and control, such as predicting frequency deviations, iden-

tifying the causes of frequency deviations, and designing control strategies to maintain

frequency stability. Compared to traditional offline prediction-based frequency stability

control strategies, data-driven modeling and control techniques, as well as intelligent con-

trol based on AI, are necessary for effective frequency stability control in modern power

grids. These techniques can enable online computation and adapt to complex scenarios,

ensuring the optimal operation of the power system.

1.2 Power System Dynamic Control

Power system dynamic control are essential for the stable operation of the power sys-

tem. Especially, in the field of frequency analysis and control, the power system’s in-depth

informatization of monitoring, highly complex mechanism of frequency dynamics and sta-

bility, and diversity of frequency control means are presenting new features that require

DL. The use of DL in frequency analysis and control can improve the accuracy and speed

of frequency analysis and control and enable real-time decision-making. There are plenty

of DL-based application in power system, but not many for the power system dynamic

frequency analysis and control. Therefore, we would like to fill the gap in the area us-

ing several typical power systems including HVDC damping control system, DFIG FRT

system and DFIG based IEEE-39 bus frequency regulation system.
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1.2.1 HVDC Damping Control System

Inter-area oscillations in large-scale power systems are a type of low-frequency os-

cillation that can occur due to the coupling of power systems in different areas. These

oscillations typically have a frequency of 0.1 Hz to 1 Hz and can cause power fluctuations

and instability. They are often caused by power system disturbances, such as generator

or transmission line outages, and can be exacerbated by the high penetration of RES. The

high variability of RES can cause sudden changes in power generation, leading to inter-area

oscillations. These oscillations can lead to significant power fluctuations and instability,

causing economic and social losses [28].

Wide Area Damping Control

To address these issues, Wide Area Damping Control (WADC) methods have been

widely used to damp inter-area oscillations. These methods involve using Power System

Stabilizer (PSS) and Flexible AC Transmission System (FACTS) devices as actuators to

control the power flow and reduce the oscillations [29, 30] based on the corresponding

oscillation information collected by PMU [31]. PSS devices are used to stabilize the gener-

ator output and reduce the oscillations by adjusting the excitation voltage. FACTS devices,

such as Thyristor Controlled Series Compensator (TCSC) [32, 33] and Static Var Com-

pensator (SVC) [34], can adjust the transmission line impedance and voltage to control the

power flow and reduce the oscillations.

However, the requirement of a linearized system model for controller design poses a

problem. The linearized model assumes that the system is operating at a specific operat-

ing point and that small disturbances can be modeled as linear perturbations around this

operating point. However, in large-scale power systems, the operating conditions can vary

significantly, making it challenging to use a linearized model for controller design. More-
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over, the nonlinear dynamics of the power system can lead to unexpected behavior, making

it difficult to design a robust controller.

Therefore, this article discusses the challenges of inter-area oscillations in large-scale

power systems and the use of WADC methods to address these issues. It also explores

HVDC transmission as an excellent solution and proposes a novel approach that uses RL

to dynamically determine the parameters of the HVDC controller based on system states to

address the challenges.

HVDC Transmission based Damping Control

In recent years, HVDC transmission [35, 36] has been proposed as an excellent solu-

tion to address the challenges of inter-area oscillations in large-scale power systems [37,

38]. HVDC transmission can modulate the active power directly and has the capability to

modulate area power flows to damp inter-area oscillations. Moreover, HVDC transmission

can provide fast response times and high controllability, making it a suitable solution for

controlling power system dynamics.

However, most existing HVDC-based oscillation damping approaches also require a

linearized or reduced-order power system model, which poses a problem for large-scale

power systems. The use of a linearized or reduced-order model can lead to inaccurate

control and can be difficult to tune, leading to poor performance. In addition, controllers

with fixed parameters would face difficulty in achieving optimal performance under various

transient events such as faults, change of loads or loss of generations which could trigger

different inter-area oscillations. This poses a challenge as the parameters of the existing

HVDC-based oscillation damping controllers would be fixed once they come into service.
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RL based HVDC Damping Control

To address the challenges of HVDC-based oscillation damping, a novel approach that

uses RL to dynamically determine the parameters of the HVDC controller based on system

states has been proposed. RL is a type of machine learning that involves training an agent

to take actions in an environment to maximize a reward signal. In the context of power sys-

tems, the agent can be trained to determine the optimal parameters for the HVDC controller

based on the current system states to damp inter-area oscillations.

The RL-based HVDC control approach involves training an RL agent to determine the

optimal parameters for the HVDC controller based on the current system states. The RL

agent receives feedback in the form of a reward signal, which reflects the performance

of the controller. The agent uses this feedback to adjust its parameters and improve its

performance over time.

One of the benefits of using RL-based HVDC control is that it does not require a lin-

earized or reduced-order model of the power system. Instead, the RL agent can learn from

the nonlinear dynamics of the power system and adapt its control strategy to changing op-

erating conditions. This can lead to more accurate and robust control, even in large-scale

power systems with significant variations in operating conditions.

The RL (specifically, GSES)-based HVDC control approach has been tested on a bench-

mark power system model with inter-area oscillations. The results showed that the RL-

based approach outperformed existing HVDC-based oscillation damping approaches in

terms of damping inter-area oscillations. Moreover, the RL-based approach was able to

adapt to changing operating conditions and maintain stable performance over time.
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1.2.2 DFIG FRT System

The integration of RES into the power grid has gained significant attention in recent

years. Among the different types of RES, wind power is one of the most promising due to

its high availability, low cost, and environment-friendly nature [39]. DFIGs are the most

commonly used technology for Wind Power Conversion Systems (WPCS) due to their cost-

effectiveness and ability to control power flow [40, 41, 42]. In general, DFIG can generate

the maximum power using Maximum Power Point Tracking (MPPT) technique under nor-

mal conditions [43]. However, during grid faults, maintaining the connection of a DFIG to

the power grid becomes challenging due to over-current situations and increased capacitor

DC-link voltage [44, 45]. To prevent the unnecessary costs of stopping and restarting wind

generators, it is required by grid codes that these generators have sufficient capability to

remain connected to the grid during faults for a specific period of time [46]. This capa-

bility, known as fault ride-through capability, ensures that wind generators can continue to

provide power to the grid during disturbances, such as short circuits or voltage dips. The

duration of the fault ride-through capability varies according to the specific regulations out-

lined in the grid code, but typically lasts for a few seconds to a few minutes. Therefore, to

overcome these challenges, different hardware and advanced control strategies have been

proposed. This article discusses these strategies and proposes the use of RL algorithms to

improve DFIG performance during grid faults.

DFIG Performance during Grid Faults

DFIGs are designed to operate under nominal conditions with a constant frequency and

voltage. During grid faults, the voltage and frequency at the Point of Common Coupling

(PCC) change, which affects the performance of DFIG. The performance of DFIG during

grid faults is evaluated based on the following factors:
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• Over-Current Protection: During grid faults, an over-current situation can occur,

leading to equipment damage or tripping of the system. Over-current protection is

required to prevent such situations.

• Capacitor DC-Link Voltage: The capacitor DC-link voltage increases during grid

faults, which can cause over-voltage situations and damage the DFIG.

• Power Quality: The power quality of the system is affected during grid faults, leading

to voltage dips and harmonics.

Hardware Control Strategies based DFIG FRT

Different hardware strategies have been proposed to improve the performance of DFIG

during grid faults. Some of these strategies are:

• Energy Storage System (ESS): An ESS can be used to regulate the power flow during

grid faults. During a fault, the ESS can supply power to the DFIG, maintaining its

operation [47, 48].

• Crowbar Protection: A crowbar protection system can be used to protect the DFIG

from over-voltage situations. When the DC-link voltage exceeds a certain thresh-

old, the crowbar protection system operates, short-circuiting the stator windings and

reducing the DC-link voltage [49, 50].

• Rotor Resistance Control: Rotor resistance control can be used to limit the over-

current situation during grid faults. By increasing the rotor resistance, the current

flow through the stator windings can be reduced, preventing over-current situations

[51].
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Advanced Control Strategies based DFIG FRT

Advanced control strategies can be used to improve the performance of DFIG during

grid faults. Some of these strategies are:

• Demagnetizing Current Control: Demagnetizing current control can be used to limit

the over-current situation during grid faults. By controlling the demagnetizing cur-

rent, the current flow through the stator windings can be reduced, preventing over-

current situations [52].

• Virtual Resistance Control: Virtual resistance control can be used to maintain the

DC-link voltage during grid faults. By introducing a virtual resistance in the control

loop, the DC-link voltage can be regulated [53, 54, 55, 56].

RL based DFIG FRT

RL is a type of machine learning that is used to make decisions in an uncertain environ-

ment and RL algorithms learn by interacting with the environment and receiving feedback

in the form of rewards or penalties [57]. Therefore, RL algorithms can be used to dy-

namically regulate the reference signal of the controllers inside DFIG during grid faults

to improve performance. Moreover, RL algorithms can also be used to learn an adaptive

signal dispatch strategy that collects necessary system states and learns the best behaviors

during grid faults.

The RL algorithm collects the system’s state and learns the best actions to take during

grid faults. The RL algorithm consists of an actor-critic network and a replay buffer. The

actor network takes the system’s state as input and outputs the control action. The critic

network evaluates the output of the actor network and provides feedback in the form of a

reward signal. The replay buffer stores the experiences of the RL algorithm, which are used

to train the actor-critic network.
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The proposed RL algorithm based adaptive signal dispatch strategy is evaluated using

a simulation model of a wind turbine system. The simulation model consists of a wind

turbine, a DFIG, and a power grid. The RL algorithm is used to control the DFIG during

grid faults. The results show that the proposed RL algorithm outperforms the traditional

control strategies in terms of over-current protection and DC-link voltage regulation.

The dissertation also proposes the use of the GSES algorithm [58] to improve DFIG

performance during grid faults. The GSES algorithm is used due to its advantages over

other RL algorithms including DQN, DDPG, and PPO [59]. The GSES algorithm is a

model-free RL algorithm that is suitable for continuous control problems. The GSES algo-

rithm uses surrogate-gradient-based optimization to update the actor network and evolution

strategies to update the critic network.

The proposed GSES RL algorithm is evaluated using a simulation model of a wind

turbine system. The simulation model consists of a wind turbine, a DFIG, and a power

grid. The GSES algorithm is used to control the DFIG during grid faults. The results show

that the proposed GSES RL algorithm outperforms the traditional control strategies and the

RL algorithm based adaptive signal dispatch strategy in terms of over-current protection

and DC-link voltage regulation.

1.2.3 DFIG based IEEE-39 Bus Frequency Regulation System

Frequency response is a critical function in power systems that ensures the frequency

of the system stays within an acceptable range. Traditional power systems use synchronous

generators to provide frequency response [60]. However, the increasing integration of RES

such as wind turbines has led to the exploration of alternative solutions [61]. Wind tur-

bines have the potential for cost savings and fast response times, making them an attractive

option for frequency response. The use of DFIGs is preferred in the renewable energy

generation industry due to their advantages, such as variable speed operation options and
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low power-rating inverter requirements [62]. This dissertation discusses the use of wind

turbines, specifically DFIGs, for frequency response, and proposes a RL-based approach to

dynamically adjust the pitch angle of wind turbine blades.

DFIG Pitch Control based Frequency Regulation

Despite the challenges posed by the variability and uncertainty of wind power [63], the

potential cost savings and fast response time of wind turbines compared to conventional

generators have made them an attractive option for frequency response in recent years [64].

Pitch control is one of the most common approaches to utilizing wind turbines for

frequency response [65]. This approach involves adjusting the pitch angle of the wind

turbine blades to regulate the power output and maintain the frequency within an acceptable

range. When the frequency of the power system decreases, the pitch angle of the blades is

increased to reduce the power output, which helps to increase the frequency [66, 67, 68,

69, 70, 71, 72]. Conversely, when the frequency of the power system increases, the pitch

angle of the blades is decreased to increase the power output and decrease the frequency.

Utilizing wind turbines for frequency response involves more than just pitch control. In

fact, other methods have been suggested, including combining energy storage systems with

wind turbines and solar panels [73].

The use of pitch control for frequency response requires a reference point for the pitch

angle. During normal operations, wind turbines usually operate in the Maximum Power

Point (MPP) mode to output as much power as possible [43]. However, power system

operators may require certain wind farms to operate in deloaded modes [74] during emer-

gencies to fulfill auxiliary grid services such as load regulation, spin and non-spin reserve,

and frequency support. In these cases, the reference point for the pitch angle needs to be

adjusted to maintain the frequency within an acceptable range.
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The area of research that involves using wind turbines for frequency response shows

promise. Nonetheless, further investigations are required to determine the most effective

control strategies and system configurations that can be utilized for different power system

scenarios in using wind turbines for frequency response.

DFIG RL based Frequency Regulation

RL is a machine learning technique that enables an agent to learn optimal decision-

making strategies by receiving feedback from the environment. It has been shown to be

highly effective in solving complex nonlinear optimization problems in power systems [75,

76, 77, 78].

In this study, we propose a RL-based method that utilizes a new evolutionary RL-based

adaptive signal modulation algorithm, GSES [58]. The goal of our approach is to dynami-

cally adjust the reference point of the pitch angle of a wind turbine to regulate the system

frequency while maintaining its power output. In our case, the wind turbine serves as the

agent, and the power system represents the environment. By utilizing the GSES algorithm,

we can find the optimal pitch angle that can effectively regulate the system frequency while

maintaining the power output of the wind turbine.

To evaluate the performance of our proposed approach, we tested it on a modified IEEE-

39 bus system, which is a widely accepted benchmark system in power system analysis.

We replaced one synchronous generator in the test system with a DFIG operating in de-

loaded mode to provide capacity reserve for frequency response. To compare our method’s

performance with traditional frequency response approaches, we conducted simulations.

The outcomes demonstrated that our approach can efficiently support the power system’s

frequency and prevent unnecessary load shedding.
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1.3 Expected Contribution

The aim of this dissertation is to create and implement a general RL-based control strat-

egy for modern power systems, with a focus on HVDC Damping Control System, DFIG

FRT System and DFIG-based IEEE-39 Bus Frequency Regulation System. By develop-

ing a platform using the general GSES based control strategy, we could easily extend to

some other typical power systems as shown in Figure 1.1. The following contributions are

highlighted in this dissertation:

General GSES 

based Control 

Strategy

IEEE-39 Bus Frequency 

Regulation System
HVDC Damping 

Control System

DFIG FRT System

Other Typical 

Power Systems

Reference 

Control Signals

Reference 

Control Signals

Reference 

Control Signals

Figure 1.1: General Control Strategy Platform

• A novel RL-based control strategy for different subsystems of large power systems

that outperforms conventional methods.
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• The RL-based controller is capable of adapting to various system scenarios triggered

by different transient events through dynamic parameter changes.

• A model-free controller that doesn’t require a linearized or reduced-order system

model.

• The GSES-based RL algorithm used in the controller requires fewer hyper-parameters,

making it easier to extend the control approach to other power systems.

• The proposed approach doesn’t require a back-propagation process and can engage

with multiple agents simultaneously, and the use of parallel computation techniques

improves the training speed significantly.

1.4 Outline of the Dissertation

The structure of this dissertation is as follows:

In Chapter 2, a comprehensive literature review is conducted, where fundamental knowl-

edge of neural networks, RL, and a specialized RL algorithm, GSES are introduced. The

neural network structure and mathematical foundations of RL and GSES are discussed

in-depth.

Moving on to Chapter 3, the mathematical model of HVDC and its typical control

scheme are discussed, followed by the step-by-step illustration of the design of an RL-based

control strategy for improving performance during inter-area oscillation. The correspond-

ing algorithm is built and tested, and various case studies demonstrate the effectiveness of

the RL-based control strategy.

Similarly, in Chapter 4, the mathematical model of DFIG and its typical control scheme

are discussed. Then, a step-by-step illustration of the design of an RL-based control strat-

egy for improving performance during faults is provided, along with the corresponding
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algorithm and testing platform. Finally, the effectiveness of the RL-based control strategy

is demonstrated through various case studies.

In Chapter 5, the modified IEEE 39-bus system with one synchronous generator re-

placed by a DFIG subsystem and its typical control scheme are discussed. Then, a step-by-

step illustration of the design of an RL-based control strategy for improving performance

during contingencies is provided, along with the corresponding algorithm and testing plat-

form. Finally, the effectiveness of the RL-based control strategy is demonstrated through

various case studies.

Chapter 6 concludes the research work presented in this dissertation, and several rec-

ommendations for future studies are made.
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CHAPTER 2

FUNDAMENTALS OF NN, RL AND GSES

2.1 Neural Network (NN) [79]

In recent years, Neural Networks (NN) have become increasingly popular in various

research fields due to the rapid evolution of computing technology. They have shown great

potential in solving complex or even impossible problems that cannot be tackled by conven-

tional methods. Two common neural network structures, namely the Multilayer Perceptron

(MLP) and Convolutional Neural Network (CNN), have received significant attention and

success in various applications.

2.1.1 Multilayer Perceptron (MLP)

The multilayer perceptron is the basic deep neural network structure that consists of

an input layer, output layer, and multiple hidden layers, as shown in Figure 2.1. Each

hidden layer comprises several neurons, and the neurons in the same layer share the same

activation function. MLP is powerful because it has the ability to learn complex nonlinear

relationships between input and output data by adjusting the weights between the neurons.

The basic operation of a neuron is to compute a weighted sum of the input signals followed

by a nonlinear activation function. The mathematical representation of a neuron can be
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expressed as:

f(xi, ..., xn) =
n∑

i=1

wi ∗ xi + b (2.1)

where n is the total number of input dimensions, wi is the weight of the ith input neuron,

xi is the input signal, b is the bias, and f is the activation function.

Various activation functions have been proposed and used in MLP, such as Sigmoid,

Tanh, and Rectified Linear Unit (ReLU), which are shown in (Equation 2.2), (Equation 2.3),

(Equation 2.4), respectively.

Sigmoid(x) =
1

1 + e−x
(2.2)

Tanh(x) =
ex − e−x

ex + e−x
(2.3)

ReLU(x) = max(0, x) (2.4)

These activation functions introduce nonlinearity into the neural network, allowing it to

model complex nonlinear relationships between input and output data.

In the example MLP shown in Figure 2.1, the input layer has 2 neurons, hidden layer

1 has 4 neurons, hidden layer 2 has 5 neurons, and the output layer has 2 neurons. Each

neuron has a linear function and a nonlinear activation function, and all the neurons will

generate output and transfer it to the next layer, which is also called forward propagation.

The output of the neural network can be expressed as:

ŷi
i=1,...nk

= Sigmoid(

nk−1∑
i=1

wi ∗ ...ReLU(
n2∑
i=1

wi ∗ (

ReLU(

n1∑
i=1

wi ∗ xi + b1)) + b2)...+ bk−1)

(2.5)
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where k is the number of layers, nk−1 is the number of neurons in the previous layer, wi is

the weight of the ith connection, xi is the input value of the ith neuron, bj is the bias of the

jth layer, and ReLU is the Rectified Linear Unit activation function for the hidden layers,

while the sigmoid function is used for the output layer.

To train an MLP, we need to determine the weights that minimize the difference be-

tween the predicted output and the actual output. One commonly used loss function is the

Mean Square Error (MSE), which measures the average of the squared differences between

the predicted output ŷi and actual output yi. The MSE is defined as:

L(yi, ŷi) =
1

m

m∑
j=1

(yij − ŷij)2 (2.6)

where m is the number of sample data. Based on the loss, various optimization methods

can be applied to update the weights of the neural network. One of the most widely used

optimization methods is the Gradient Descent (GD) algorithm, which aims to minimize the

loss function by iteratively updating the weights in the opposite direction of the gradient of

the loss function. The Standard Gradient Descent (SGD) algorithm can be expressed as:

▽L = ∂
L

∂xi
▽ xi (2.7)

This process of updating the weights using the gradient of the loss function is known as

backpropagation. By combining the forward propagation and backpropagation, the neural

network iteratively learns the optimal weights to minimize the loss function and fit the

training data.

Neural networks have been applied in various fields, such as image classification, nat-

ural language processing, speech recognition, and recommendation systems and achieve a

great success.
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Input Layer Hidden Layer 1 Hidden Layer 2 Output Layer

Figure 2.1: Structure of Example Multilayer Perceptron (MLP) [79]

In conclusion, the MLP is a fundamental type of neural network that can model non-

linear relationships between input and output data. By applying forward propagation and

back propagation, the MLP can learn from large amounts of training data and achieve high

accuracy in various applications. With the development of optimization algorithms and the

emergence of new architectures, neural networks have become a powerful tool in machine

learning and have shown remarkable performance in many real-world applications.

2.1.2 Convolutional Neural Network (CNN)

Convolutional Neural Network (CNN) [80] is a type of neural network that is primarily

used for image preprocessing, but it has found widespread use in many other fields, in-

cluding audio signal processing, natural language processing, and medical image analysis.

The architecture of a CNN consists of several layers, including convolutional, pooling, and

fully connected layers as shown in Figure 2.2. The convolutional layers are the key com-

ponent of a CNN, as they perform feature extraction from the input image by convolving a

set of filters with the input data. The pooling layers are used for reducing the dimensional-
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ity of the output of the convolutional layers, while the fully connected layers are used for

classification or regression tasks.

The basic idea behind a convolutional layer is to convolve a set of learnable filters with

the input image to produce a set of feature maps. Each filter is a small matrix that is slid

over the input image, computing a dot product between the filter and the local patch of

the input image. The output of this convolution operation is a new matrix called a feature

map, which contains the responses of the filter to different parts of the input image. By

learning a set of filters that can detect different features of the input image, the CNN can

automatically extract meaningful features from the input data.

After each convolutional layer, a pooling layer is typically used to reduce the spatial

dimensionality of the output feature maps, while retaining the most salient information.

This is typically done using a max-pooling or average-pooling operation, which computes

the maximum or average value of a small sub-region of the feature map. The pooling

operation helps to reduce the number of parameters in the network, making it less prone to

overfitting.

One of the recent applications of CNNs is in power system analysis [81], where 1-D

CNNs have been shown to be effective in extracting features from 1-D waveforms, which

are commonly used in power system analysis. By using a 1-D convolutional layer, the

network can learn to extract important features from the time-domain waveform, such as

harmonic content, transient behavior, and steady-state oscillations. This approach has been

applied to a variety of power system analysis tasks, including fault detection, load forecast-

ing, and power quality analysis [82].

In conclusion, CNNs are a powerful tool for feature extraction and classification in a

wide range of applications. The architecture of a CNN is flexible and can be adapted to

different types of input data, including images, audio signals, and time-series data. The
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use of CNNs in power system analysis has shown promising results, and further research

is needed to explore the full potential of this approach.

Max-Pool Convolution Max-Pool Dense

8@128x128
8@64x64

24@48x48 24@16x16
1x256

1x128

Figure 2.2: Structure of Convolutional Neural Network (CNN) [79]

2.2 Reinforcement Learning (RL)

Reinforcement Learning (RL) has been widely applied in various domains such as

robotics, finance, and control systems due to its capability of learning optimal behavior

from interactions with the environment. A typical RL problem can be described as a finite

Markov Decision Process (MDP) (S, A, P a
s,s′ , r

a
s,s′) [83], where S is a set of states; A is a

set of actions; P a
s,s′ represents the probability that action a results in transiting from state s

to the other state s′; ras,s′ represents the received reward after transition from state s to state

s′. The objective of RL is to learn a policy π(at, |, st) : S → A, such that it maximizes

the expected accumulated discounted reward J (π) with respect to the policy π over time

under the state transition function p [57].

In practice, the policy function π(at, |, st) is usually parameterized by a neural net-

work with weights θ and the policy is denoted as πθ. The neural network-based policy

has shown great potential in solving complex RL problems with high-dimensional state

and action spaces [26, 84]. As show in Figure 2.3, the policy function πθ generates ac-

tion signals at at current time step t, and obtains a reward rt based on the user-designed
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reward function rst,at . At the next time step t + 1, the state st changes to st+1 according

to the transition function p(st+1, |, st, at). Therefore, a finite MDP can be summarized as a

trajectory (st, at, rt; , st+1, at+1, rt+1; , ...; , sT , aT , rT ), where T is the total time step of the

whole process. State transition function p(st+1, |, st, at) may be random depending on the

environment, where capital St is a random variable; lower-case st is the specific state.

Environment

Agent

1sttrta

Figure 2.3: Diagram of RL: at is the action at time step t; rt is the reward at time step t;
st+1 is the state at time step t+ 1 [85]

The reward is the key criterion to measure whether an agent learns meaningful behavior

from experienced interactions with the environment. More concretely, total reward of the

whole trajectory in one episode is more significant than single time step reward as we

focus more on the final result. As a result, the goal of RL is to maximize the expected

accumulated discounted reward J (π) with respect to the policy π over time. The expected

accumulated discounted reward J (π) can be calculated as follows:

J (π) = Es0,a0,s1,a1,...sT ,aTΣ
T
t=0γ

tr (st, at) (2.8)

where γ is a discount factor, at ∼ π(at | st) and st+1 ∼ p(st+1 | st, at), and T is the maxi-

mum end time. In power system optimization problems, the typical objective is to minimize

the cost function. This objective is similar to the accumulated discounted reward maximiza-
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tion in Reinforcement Learning (RL). In Deep Reinforcement Learning (DRL), the policy

is denoted as πθ and is usually parameterized by a neural network with weights θ.

Therefore, return defined as cumulative future reward is computed as:

Ut = Rt +Rt+1 +Rt+2 +Rt+3 + ... (2.9)

However, future reward is not equally valued with current reward and thus modified dis-

counted return defined as cumulative discounted future reward is computed as:

Ut = Rt + γ ∗Rt+1 + γ2 ∗Rt+2 + γ3 ∗Rt+3 + ... (2.10)

where γ is called discount rate between [0,1]; Ut is also a random variable depends on the

future random variables At, At+1, At+2, ... and St, St+1, St+2, .... To evaluate the random

variable Ut, expectation can be computed to remove its randomness as follows:

Qπ(st, at) = E[Ut |St = st, At = at] (2.11)

where Qπ(st, at) is called action-value function for policy π, which can describe the value

of state st and action at at current time step t given policy π so as to determine what action

is best in the set of actions under current situation. Further, to find the best policy, we can

maximize the Qπ(st, at) as:

Q∗(st, at) = max
π

Qπ(st, at) (2.12)
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where Q∗(st, at) is called optimal action-value function. Meanwhile, we can also evaluate

the state at time step t as follows:

Vπ(st) = EA[Qπ(st, A)]

=


∑

a π(a|st) ∗Qπ(st, a), a is discrete∫
a
π(a|st) ∗Qπ(st, a), a is continuous

(2.13)

where Vπ(st) is called state-value function, which can describe the value of current state st

for policy π.

To solve the RL problem, various algorithms have been proposed, including Q-learning

[86], policy gradient methods [87], actor-critic methods [88], and deep reinforcement learn-

ing [89]. Q-learning is a model-free RL algorithm that learns the action-value function

Q(s, a) directly, while policy gradient methods aim to optimize the policy by directly com-

puting gradients of the expected reward with respect to the policy parameters. Actor-critic

methods combine both value-based and policy-based methods and use a critic to estimate

the value function and an actor to select actions. DRL extends traditional RL methods by

using deep neural networks to represent the policy or value function.

One of the challenges in RL is the exploration-exploitation trade-off, where the agent

needs to balance between taking actions that maximize the expected reward and exploring

new actions that may lead to better long-term performance. Various exploration strate-

gies have been proposed, including epsilon-greedy, softmax, and Upper Confidence Bound

(UCB) methods. Another challenge is the curse of dimensionality, where the number of

states and actions grows exponentially with the number of system variables, making it dif-

ficult to learn the optimal policy for large-scale systems. To address this challenge, various

dimensionality reduction techniques, such as function approximation, coarse-graining, and

hierarchical RL, have been proposed.
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RL has been applied to various power system problems, including unit commitment,

economic dispatch, power system scheduling, and demand response. RL has been shown

to outperform traditional optimization methods in some cases, especially for problems with

complex dynamics or uncertain parameters. However, RL also has limitations, including

the need for extensive training data, the risk of overfitting, and the lack of interpretability

of the learned policy.

In summary, RL is a powerful tool for learning optimal policies for complex systems,

including power systems. RL is a model-free, data-driven approach that can learn from

experience and adapt to changing environments. Various RL algorithms and exploration

strategies have been proposed, and RL has been applied to various power system problems

with promising results. However, RL also has limitations and challenges that need to be

addressed, such as the curse of dimensionality, the exploration-exploitation trade-off, and

the lack of interpretability. Further research is needed to improve the scalability, robustness,

and interpretability of RL for power system applications.

2.3 RL with Guided Surrogate Gradient-based Evolution Strategy (GSES)

The major drawback of most existing RL algorithms is that increasing complexity leads

to less robustness due to too many hyper-parameters. For the consideration of robustness

and easy adaption, we proposed to use an easy-to-train and robust RL algorithm called

Guided Surrogate Gradient-based Evolution Strategy (GSES) [58]. Different from exist-

ing model-free DRL algorithms that use action-space exploration, GSES performs policy

parameter-space exploration, and estimates the gradient of the returns using simultaneous

perturbation stochastic approximation, thus back-propagation is not needed.

The Evolution Strategy (ES) [90] targets at minimizing the opposite of the expected

accumulated discounted reward J (θ) = −E{
∑T

t=0 γ
trt(st, π(st|θ))} with respect to the
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parameters θ of the policy π by obtaining some estimate of the (smoothed) gradient of J (θ)

that provides a good parameter update direction for θ. The ES first applies the Gaussian

smoothing to obtain a smoothed function Jσ(θ) as:

Jσ(θ) = Eϵ∼N (0,I) {J (θ + σϵ)ϵ} , (2.14)

where σ is the modulating parameter that controls the size of the smoothing area andN (0,I)

is the standard n-dimensional Gaussian distribution with zero-mean and identity matrix I

as variance matrix. The gradient of Jσ(θ) with respect to parameters θ is given by

∇Jσ(θ) =
1

σ
Eϵ∼N (0,I) {J (θ + σϵ)ϵ} , (2.15)

which can be sampled by a Monte Carlo estimator, see [90], [91]. Often stochastic finite

differences [90], [91] is used as the antithetic ES method to estimate the gradient as

gES =
β

2σ2N

N∑
i=1

ϵi[J (θ + σϵi)− J (θ − σϵi)], (2.16)

where ϵi are independently sampled from N (0, I) for i ∈ {1, ..., N}. The overall scale of

the estimate β and variance of the perturbations σ2 are constants, to be chosen as hyperpa-

rameters. This antithetic ES estimator solely relies on computing 2N function evaluations.

However, it tends to have high variance, thus requiring a large number of samples to be

practical, and scales poorly with the dimension n [58], [90].

The key idea of the proposed guided surrogate-gradient-based ES is to keep track of

a low dimensional subspace, defined by the recent history of surrogate gradients during

optimization, which is called the guiding subspace. A finite difference random search (as

in ES) is then performed preferentially within this subspace. By concentrating the search

samples in a low-dimensional subspace where the true gradient has non-negative support,
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the proposed guided ES approach dramatically reduce the variance of the search direction.

The guided ES algorithm takes advantage of the surrogate gradient in the following way

[58]: suppose we can get a vector of surrogate gradient for the policy parameters at each

iteration, then by collecting the surrogate gradients from the previous k iterations, we can

generate a subspace UTU = Ik, where U is an n × k orthogonal basis for this subspace,

and n is the dimension of the policy parameters. The gradient information can be further

embedded in the ES algorithm by changing the distribution of the perturbation ϵi from

N (0,I) to N (0,Σ), where Σ is calculated as follows:

Σ = α2In + (1− α)2UUT (2.17)

In (Equation 2.17), α is a weight factor that makes a trade-off between the random search

(exploration) and the guided search with surrogate gradient (exploitation). With the modi-

fied distribution, the perturbation direction ϵi can be calculated as follows:

ϵi = αϵ′ + (1− α)ϵ′′ (2.18)

where ϵ′ ∼ N (0,In), and ϵ′′ ∼ N (0,Ik).

Setting α = 1 will lead to a perturbation direction ϵi = ϵ′, which is exactly the original

ES algorithm. As a result, the search will be in the full space, which reduces the training

bias but with increased variance. Similarly, setting α = 0 will lead to a perturbation

direction ϵi = ϵ′′, which means the search will be only in the guided subspace. As a

consequence, the training variance can be reduced with a sacrifice in the bias. Therefore,

balancing the bias and variance is very important. The squared norm of the bias of the
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GSES gradient is

|Bias|22 = (E[gES]−∇Jσ(θ))
T (E[gES]−∇Jσ(θ))

= ∇Jσ(θ)
T (βΣ− I)2∇Jσ(θ)

(2.19)

Similarly, the variance of the GSES gradient is

V ar = E[gESg
T
ES]− E[gES]E[gES]

T

= E[gTESgES]− E[gES]
TE[gES]

= β2∇Jσ(θ)
TE[ϵϵT ϵϵT ]∇Jσ(θ)

− β2∇Jσ(θ)
TΣTΣ∇Jσ(θ)

(2.20)

The above two (Equation 2.19) and (Equation 2.20) can be used to further estimate the

normalized bias B̃ and variance Ṽ of the GSES gradient as

B̃ = (βα− 1)2 + (β2α2 + 2β(1− α)(βα− 1))|ρ|22 (2.21)

Ṽ = β2(α2 + α) + β2(1− α)(2 + α)|ρ|22 (2.22)

where ρ is correlation coefficient:

ρ =
∇Jσ(θ)

TU

|∇Jσ(θ)|
(2.23)

We can see that both the bias and variance consist of two parts: the first part that depends

on the search of the full space, and the second part that depends on the guided subspace. In

this research, we set α to 0.5 to balance the search on the full and guided subspace, which

is similar to the balance between the exploration and exploitation.
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CHAPTER 3

GSES-BASED HVDC DAMPING CONTROL SYSTEM [92, 93, 94]

The use of High Voltage Direct Current (HVDC) transmission has gained significant

attention in recent years due to its advantages over conventional AC transmission systems

in terms of reduced losses, increased power transfer capacity, and improved system sta-

bility [95, 96]. HVDC transmission systems are typically used for long-distance power

transmission, interconnection of asynchronous power systems, and connection of offshore

wind farms to the onshore grid [97] and damping inter-area oscillations in our research [98,

38].

In addition, control of HVDC systems is essential for maintaining the stability and re-

liability of the interconnected AC system. The control can be centralized or decentralized.

In centralized control, all HVDC links are controlled by a single control center, which is

responsible for monitoring and controlling the power flow through the entire network. In

decentralized control, each HVDC link is controlled by a local control center, which com-

municates with neighboring control centers to coordinate the power flow in the network.

The choice of control strategy depends on various factors such as the size of the network,

the complexity of the system, and the availability of communication channels.
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3.1 Mathematical Modeling of HVDC

The basic structure of an HVDC transmission system is shown in Figure 3.1. The

electric power flows from Area 1 to Area 2. The power electronic rectifier is at the HVDC

terminal in Area 1, converting the AC power to DC power, while the inverter is at the

HVDC terminal of Area 2, converting the DC power back to AC power. The DC line is

modeled using three differential equations that describe the behavior of the DC link voltage

and currents at the rectifier and inverter terminals. The equations are given by [99, 100]:

Ldc
dIrec
dt

= Vrec −RdcIrec − Vdc, (3.1)

Ldc
dIinv
dt

= −Vinv −RdcIinv + Vdc, (3.2)

Cdc
dVdc
dt

= Irec − Iinv, (3.3)

where R,L,Cdc are the DC line parameters, Irec and Iinv are the currents at the rectifier

and inverter terminals, Vdc, Vrec and Vinv are the DC link, rectifier, and inverter voltages,

respectively.

Area 1 Area 2

Rec Inv

Figure 3.1: Overview of an HVDC transmission system.
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The active and reactive power transferred through the HVDC transmission are given by

the following equations:

Prec = VrecIrec (3.4)

Qrec = Prec × tan
[
cos−1

(
cos(α) + cos(π − β)

2

)]
(3.5)

where Prec and Qrec are the active and reactive power, respectively, Vrec and Irec are the

voltage and current at the rectifier terminal, and α and β are the firing and extinction angles

of the converters. The power transfer capability of an HVDC transmission system can be

modulated by changing the converter angles.

As a general representation, the voltage Vdc and current Idc of a HVDC line can be

calculated as [101] and in used in this research:

Vdc =
3
√
2

π
NrecVreccosα−RrecIdc

Idc =
3
√
2

π
NrecVreccosα− 3

√
2

π
NinvVinvcosβ

Rrec −Rinv +Rdc

(3.6)

where Vrec and Vinv are the AC transformers secondary side voltages of the HVDC recti-

fier and inverter, Nrec and Ninv are the number of rectifier and inverter bridges, Rrec and

Rrec are the equivalent commutation resistances of the rectifier and inverter, Rdc is the DC

line resistance, α and β are the firing angle of the rectifier and the extinction angle of the

inverter. Note that we have to guarantee 180◦ − α− β > ϕ to avoid commutation failures,

where ϕ is a positive value that stands for overlap angle.
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3.2 Controller

3.2.1 HVDC-based Oscillation Damping Controller

The control of the HVDC transmission system is critical for ensuring reliable and effi-

cient operation. The control system includes a number of subsystems such as the rectifier

and inverter controls, DC link voltage control, and active and reactive power controls. The

rectifier and inverter controls are responsible for maintaining the desired DC voltage and

current levels and for regulating the converter angles to control the power transfer. The

DC link voltage control regulates the DC voltage to the desired level, while the active and

reactive power controls adjust the active and reactive power transfer to meet the system

requirements. For example, if the firing angle is increased, the DC voltage will increase,

which increases the power flow in the DC line, but decreases the power transfer capability

of the AC system. Similarly, decreasing the firing angle will decrease the DC voltage and

the power flow in the DC line, but increase the power transfer capability of the AC system.

On the other hand, varying the extinction angle will affect the reactive power flow, which

can be used to control the voltage profile of the system.

Modulating the transferred DC power over the HVDC line is an effective means of con-

trolling inter-area oscillations caused by unbalanced power flows. The power transferred

over the line can be expressed as Pdc = VdcIdc and can be modulated by adjusting the firing

angle α of the rectifier or the extinction angle β of the inverter. Typically, the rectifier con-

trols the DC current, while the inverter maintains the DC voltage. As such, adjusting the

value of α provides a simple control method for regulating the HVDC power and mitigating

inter-area oscillations.

Figure 3.2 illustrates a reliable power oscillation damping approach proposed by Schoen-

wald [102] using HVDC technology. The proposed approach calculates the frequency dif-

ference ∆f between the phase angles at the rectifier and inverter terminals using a filter.
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Figure 3.2: Reliable HVDC-based oscillation damping approach proposed by Schoenwald
[102, 92]

The frequency difference ∆f is then amplified by a proportional gain K to derive the

oscillation signal ∆O(t), as shown in (Equation 3.7). Here, frec and finv denote the fre-

quencies at the rectifier and inverter terminals, respectively. Finally, the oscillation signal

∆O(t) is fed to the rectifier to modulate the change of DC power P∆dc, which effectively

damps inter-area oscillations.

∆O(t) = K∆f = K(fr − fi) (3.7)

Although the proposed approach is a straightforward and effective power oscillation

damping controller that captures the inter-area oscillation information from the frequency

difference ∆f , it has limitations in terms of optimal damping performance.
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3.2.2 Limitations and Challenges of HVDC-based Oscillation Damping Controller

Difficulty in determining K

Finding the optimal value ofK is a challenging task, as it requires a small-signal stabil-

ity analysis to determine it. This analysis is based on the linearized power system model,

which is represented as:

∆ẋ
0

 =

A B

C D


∆x
∆y

 (3.8)

where x is the n-dimensional state vector and y is the m-dimensional measurement vector.

The system matrices are given by A ∈ Rn×n, B ∈ Rn×m, C ∈ Rm×n, and D ∈ Rm×m,

respectively, for the linearized small-signal state-space equations. One can eliminate ∆y

from (Equation 3.8) by rewriting it in terms of the state-space matrices A, B, C, and D as

follows:

∆ẋ = Λ∆x (3.9)

where Λ = A − BD−1C. The eigenvalue analysis of the matrix Λ can roughly indicate

the oscillation modes of a system.

The value of K must be tuned according to the specific oscillation modes. However,

the small-signal stability analysis is based on a linearized power system model, which is

often difficult to obtain. Moreover, the power system model is nonlinear in nature, and the

small-signal analysis ignores its nonlinear characteristics. This can cause issues during the

implementation of the HVDC-based inter-area oscillation damping controller.
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Limitation of fixed K

Despite being able to determine the value of K, the effectiveness of the oscillation

damping controller cannot be guaranteed at all times. This is because various transient

events, such as short circuit faults, line losses, sudden increases in loads, or generator

losses, can trigger inter-area oscillations. These events can result in different oscillation

modes or levels of inter-area oscillations. Because distinct oscillations require different

damping reactions, the performance of the oscillation damping controller with a fixed K

value may function effectively for certain oscillation scenarios but not for others. Indeed,

our research found that the optimal K for some oscillation scenarios may even lead to

instability issues in other oscillation scenarios. The fixed value of K limits its ability to

adapt to diverse transient events.

Insufficiency of ∆O(t) = K∆f

Although using the frequency difference of the two HVDC terminals ∆f may aid in

stabilizing the power system via the damping controller, the application of a single fre-

quency difference-based expression ∆O(t) = K∆f is not optimal. This is due to the

fact that the frequency difference ∆f is susceptible to various sources of noise and may

contain a combination of multiple oscillation modes. The utilization of ∆O(t) = K∆f

may inadvertently amplify the noise or negatively impact non-dominant oscillation modes.

Therefore, a more sophisticated approach is necessary, such as the incorporation of more

wide-area system information in the design of ∆O(t).

3.3 Design of GSES-based HVDC Damping Control Strategy

The conventional controllers face several limitations and challenges, and to overcome

these, we propose a novel approach based on GSES for inter-area oscillation damping. In
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this work, we introduce the GSES algorithm, which is an improved version of the Basic

Random Search (BRS) algorithm (see Appendix A). Our proposed approach is to develop a

model-free controller that can dynamically adjust its parameters to achieve optimal damp-

ing performance during various transient events. To achieve this, we utilize the GSES-

based RL method for adjusting the parameters of the HVDC damping controller. Fur-

thermore, we aim to address the insufficiency issue of ∆O(t) = K∆f by introducing an

improved oscillation signal extraction method inspired by our previous work in [103][104].

We propose to calculate the oscillation signal ∆O(t) using the bus frequencies at multiple

locations, as follows:

∆O(t) =
n∑
Kifi =

[
K1 K2 . . . Kn

]


f1

f2
...

fn


(3.10)

where K1, K2, . . . , Kn are the parameters of the proposed controller, and f1, f2, . . . , fn are

the corresponding frequencies at the oscillation regions. It is worth noting that the equation

presented can be expressed as ∆O(t) = K∆f when n = 2 andK1 = −K2. In our previous

work [103], we have demonstrated that the proposed controller is advantageous in terms of

its ability to significantly reduce noise and negative damping effects. Furthermore, the use

of multiple frequencies f1, f2, . . . , fn provides the damping controller with comprehensive

information about inter-area oscillations, which enhances its performance beyond that of

using only the frequency difference at the HVDC two terminals.

Figure 3.3 shows the proposed GSES-based HVDC oscillation damping controller. As

a RL-based control approach, the GSES-based damping controller also requires a state

space and an action space and reward function.
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Figure 3.3: Proposed GSES-Based HVDC Oscillation Damping Control Approach [92].
Note. ARS here stands for Advanced Random Search [91] and is almost equivalent to
GSES [58]

3.3.1 State Space

In order to enhance the performance of the HVDC Damping Control under different

scenarios using the GSES algorithm, certain variables that represent the oscillation system’s

operation status need to be extracted. To achieve the objective of reducing system frequency

fluctuation, the bus frequency fosc, the machine speeds ωosc at oscillation areas. The wide-

area system voltage magnitudes vosc, phase angels θosc are also included to better deficit the

oscillation situation. Therefore, the state space that contains the most useful information

from the inter-area oscillation system is expressed as follows:

S = {fosc, ωosc, vosc, θosc} (3.11)
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Please note that all the elements in the state space may represent a vector which con-

taining multiple variables at different buses in the system.

3.3.2 Action Space

The action space is designed to dynamically regulate the power of HVDC line through

the damping controller, thus the controller parameters K1, K2, . . . , Kn are included in the

action space as follows:

A = {K1, K2, . . . , Kn} (3.12)

3.3.3 Reward Function

To ensure the GSES algorithm converges quickly and identifies the optimal policy π∗
θ , it

is crucial to have a well-designed reward function. In our research, we analyzed the inter-

area oscillation characteristics and selected two parameters, namely the machine speed

difference and the HVDC terminal frequency difference, for creating the reward function.

During normal operating conditions, the generators’ machine speeds are synchronized, re-

sulting in a zero difference. However, during inter-area oscillations, the machine speeds

of generators in one area would oscillate against those in the other area, resulting in a sig-

nificant difference. Similarly, the frequency difference (∆f ) at the HVDC two terminals

is usually zero under normal conditions but could provide important information about

inter-area oscillations during transient events. Therefore, we selected the machine speed

differences and the frequency difference at the HVDC terminals as indicators of inter-area

oscillations. Moreover, the magnitudes of these indicators would increase with the sever-

ity of the inter-area oscillations. After considering these factors, we developed a reward

function that could effectively train the GSES algorithm as follows:
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rt = λ1

D∑
i

|ωA,i(t)− ωB,i(t)|2 + λ2|∆f(t)|2 (3.13)

where area A consists of D selected generators with machine speeds ωA,i, while Area B

includes D selected generators with machine speeds ωB,i. The generators in both areas

oscillate against each other. The negative reward coefficients λ1 and λ2 are used to balance

the contribution of oscillation rewards in machine speed and frequency difference. Proper

setting of λ1 and λ2 is crucial to achieve the desired balance.

3.4 GSES-based Damping Control Algorithm

The simulation of the HVDC-based inter-area system is performed using the MAT-

LAB/PST [105] toolbox environment. The predefined states st in (Equation 3.11) are col-

lected by the RL agent implemented as a user-defined function in MATLAB/PST at each

time step t. The reward function in (Equation 3.13) is utilized to calculate the reward rt

at each time step. The proposed GSES algorithm uses a neural network with parameters

θ to represent the policy πθ. The output action is determined based on the trained pol-

icy πθ and the values of the states, as defined in (Equation 3.12). After each simulation

episode, the episode reward is calculated by accumulating the discounted reward, as de-

fined in (Equation 2.8). The accumulated rewards are used to estimate the gradient of the

network parameters and update the policy.

To address the issue of unequal weights on different states due to their varying scales, a

state normalization process is performed in the GSES algorithm. The mean and covariance

of the corresponding state are used for state normalization, as shown in (Equation 3.14):

st norm =
1√

diag(σ)
(st − µ) (3.14)
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Here, σ and µ are the covariance matrix and mean vector of the states s in the previous

episode, respectively. The algorithm explores the parameter space of the policy for multi-

ple directions ϵj,+ and ϵj,− for j ∈ 1, 2, ..., N in opposite directions. The m directions with

the highest average episode reward are selected as the guided subspace direction. The full

search direction and guided subspace are balanced by calculating the distribution of pertur-

bation and updating the policy, following the GSES algorithm described in section 2.3.

The algorithm of GSES is outlined in Algorithm 1. Firstly, the GSES policy initializes

the neural network and perturbs the parameter θ with N random samples δ1, δ2, . . . , δN .

The neural networks correspond to N MATLAB/PST instances, and Ray software [106]

is employed to control the N PST simulators in parallel. Each PST simulator performs a

power system simulation independently. The system states such as bus voltage magnitudes

V , phase angles δ, and machine speeds ω are used as inputs to the neural network dur-

ing the simulation and training. The state normalization in Eq (Equation 3.14) is carried

out to improve the neural network’s training. The inferred parameters of the controllers

K1, ..., Kn are the outputs of the neural network. Based on the actions of the RL agent and

the chosen frequencies f1, ..., fn, the oscillation signal ∆O(t) is calculated, and the HVDC-

based oscillation damping controller adjusts the transferred power to damp the inter-area

oscillations. Note that during the simulation, the parameters of the controllers K1, ..., Kn

are dynamically adjusted based on the system states V, ω, δ. After all theN MATLAB/PST

simulations are completed, the rewards R(π) are gathered and sorted in descending order.

The top M pairs of neural networks are used to calculate the parameter gradient ∆θ as per

(Equation 3.15).

∆θ =
1

MσM

M∑
k=1

[
R(π′

θ+ϵδk
)−R(π′

θ−ϵδk
)
]
δk (3.15)
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Once the parameter θ is updated, the GSES perturbs the neural network once more to

generate N new random samples δ1, δ2, . . . , δN , and the new simulations with N MAT-

LAB/PST instances begin again. The GSES training process repeats until convergence is

achieved.

Algorithm 1 GSES-based HVDC Oscillation Damping Control [92]
Require: α: learning rate; reward functions; N : parallel worker number.
Ensure: Trained parameters θ.

1: Initialize θ0.
2: while training not converged do
3: Generate δ1, δ2, . . . , δN random samples.
4: Perturb the neural network to generate N pairs of πθ+ϵδ and πθ−ϵδ.
5: Calculate the GSES-based network policy:
6: π′

θ+ϵδk
(s) = πθ+ϵδk

(
diag(Σ)−1/2(s− µ)

)
7: π′

θ−ϵδk
(s) = πθ−ϵδk

(
diag(Σ)−1/2(s− µ)

)
8: Run the simulation until it finishes at T and collect theN pairs of rewardsR(π′

θ+ϵδ)
and R(π′

θ−ϵδ).
9: Sort the directions δk by max

{
R(π′

θ+ϵδ), R(π
′
θ−ϵδ)

}
and select the top-M pairs.

10: Calculate the gradient:
11: ∆θ = 1

MσM

∑M
k=1

[
R(π′

θ+ϵδk
)−R(π′

θ−ϵδk
)
]
δk

12: Update the parameter θ: θ ← θ + α∆θ.
13: end while

3.5 Implementation Platform and Parallel Computation

The power system simulation toolbox PST V3.0 [105] is used to implement the pro-

posed approach based on the GSES algorithm. It is worth noting that the PST simulator

is based on MATLAB while the GSES algorithm is implemented in Python. To address

the communication issue, we established an Application Programming Interface (API) to

facilitate the interaction between the GSES and PST simulators. Figure 3.4 illustrates the

flowchart of the proposed GSES-based HVDC damping control approach.
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Figure 3.4: Flowchart of proposed GSES-based HVDC damping control approach [92].
Note. ARS here stands for Advanced Random Search [91] and is almost equivalent to
GSES [58]

To demonstrate the convergence of the GSES-based HVDC damping controller algo-

rithm, we can focus on the reward improvement criterion. Figure 3.5 illustrates an example

of the reward obtained during the training process.

The reward curve represents the performance of the algorithm over iterations. The

GSES algorithm aims to improve the controller’s performance by leveraging the top-M

perturbed neural networks to update its parameters iteratively. As training progresses, the

algorithm explores different perturbation directions, evaluates their corresponding policies,

and collects rewards for each policy. By comparing these rewards, the algorithm identifies

the most promising directions and adjusts the parameters accordingly.
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Examining the reward curve, we observe a notable improvement in performance. Ini-

tially, as the algorithm explores various perturbation directions, the rewards may fluctuate.

However, as the training continues, the algorithm learns to select the perturbation directions

that lead to higher rewards. This results in a smoother reward curve with a positive upward

trend.

The convergence of the algorithm can be inferred from the reward curve. After about

60 iterations, the reward reaches a plateau over iterations, indicating that the algorithm is

converging towards an optimal solution.

Figure 3.5: An example of the reward of training the GSES-based controller [92]

3.6 Case Study and Discussion

3.6.1 Revised minniWECC System

In order to validate the efficacy of the new GSES-based HVDC oscillation damp-

ing control strategy, we have applied the proposed controller to the minniWECC system
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[107]. The minniWECC system is a simplified version of the Western Interconnection

system located in North America, which encompasses numerous generators, buses, and

lines. Despite being a simplified model, the minniWECC system comprises 34 generators,

120 buses, and 171 transmission lines, and it encompasses the most significant oscillation

modes of the authentic Western Interconnection system, making it an excellent testbed for

the proposed oscillation damping control techniques.

The revised minniWECC system incorporates an HVDC transmission (represented by

a dashed line) that connects Bus 24 (rectifier) to Bus 49 (inverter) as depicted in Figure 3.6.

This transmission line represents the Pacific DC Intertie (PDCI) in reality. The PDCI is a

± 500 kV DC transmission system that can handle up to 3 GW of power.

To suppress inter-area oscillations, we have implemented the proposed GSES-based

approach on the PDCI transmission line. The proposed approach has been compared to

a conventional HVDC oscillation damping controller described in [102]. We conducted a

small-signal stability study of the minniWECC system, as described in subsubsection 3.2.2,

to establish the appropriate parameters for the conventional controller. The outcomes of the

study are presented in Figure 3.7.

Figure 3.7 shows multiple inter-area oscillation modes, with the 0.3 Hz Alberta mode

and 0.65 Hz BC mode being the dominant modes. The Alberta and BC modes correspond

to oscillations between generators in the north and south regions. It is possible to effectively

dampen these inter-area oscillations by regulating the power flow through the PDCI, which

connects the north and south regions.

Small-signal studies, as depicted in Figure 3.7, indicate that the conventional controller

was appropriately tuned to enable a fair comparison with the proposed GSES-based con-

troller. The GSES-based controller utilized a multi-layer neural network with two hidden

layers comprising 64 and 32 neurons, respectively. The GSES-based controller was trained
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using an 8-core CPU with a learning rate of 0.02. Additionally, parallel training was im-

plemented by engaging eight pairs of perturbed policies simultaneously.

The reward for the GSES-based controller was computed using (Equation 3.13), where

the machine speeds of Generators 1, 2, 3, 5, 7, 8, 10, and 34 in the north region, and

Generators 19, 21, 22, 23, 25, 26, 27, and 28 in the south region were selected. In con-

trast, the frequencies at Bus 24, 18, 79, 49, 61, and 66 were chosen as input signals for

the damping controller in the proposed GSES-based method. For the conventional control

methods described in [102], (Equation 3.7) was utilized to generate oscillation damping

signals, where fr and fi corresponded to the frequencies at Bus 24 (rectifier) and 49 (in-

verter), respectively. The proportional gain K was set to 4,760, and the value of K was

tuned using genetic algorithms to achieve optimal performance for the conventional control

method. The two reward coefficients were −50, 000 and −1, 000.

3.6.2 Oscillation Scenarios and Damping Results

This research examines four inter-area oscillation scenarios that result from various

transient events:

• In Scenario I: loss of line, the 500 kV transmission line connecting Bus 99 and 115

is abruptly cut off at time t=1.0 sec. This can occur due to breaker malfunction or

cyberattacks.

• In Scenario II: single-phase fault, a Single Line to Ground (SLG) fault occurs on the

transmission line between Bus 89 and 110 at time t=1.0 sec. The fault is cleared by

tripping the Line 89-110 off 5 cycles after the fault.

• In Scenario III: loss of generator, Generator 23 is suddenly disconnected at time

t=1.0 sec. This can occur due to overloading, breaker/relay malfunction, or cyberat-

tacks.
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• In Scenario IV: three-phase fault, a three-phase fault occurs on the transmission line

between Bus 44 and 90 at time t=1.0 sec. The fault is cleared by tripping the line off

4.8 cycles after the fault.

All four scenarios result in different inter-area oscillations in the minniWECC system.

The conventional HVDC oscillation damping controller and the proposed GSES-based

controller were both used to damp the inter-area oscillations. The results of the damp-

ing performance for each control option were presented in Figure 3.8-Figure 3.9. The

oscillations in the machine speed differences and HVDC terminal frequency differences

reveal that multiple inter-area oscillation modes were triggered in different scenarios. The

dominant mode observed was the 0.3 Hz Alberta mode. Without any oscillation damping

controller, the inter-area oscillations were severe and remained undamped until the end of

the simulation. Both the conventional and GSES-based controllers effectively dampened

the inter-area oscillations. However, the GSES-based controller was able to damp the os-

cillations much quicker than the conventional controllers in all four scenarios.

3.6.3 Case Studies and Discussion

Table 3.1 summarizes the total rewards obtained for each control method in the four

scenarios. It can be observed that both the conventional controller and the GSES-based

controller were successful in enhancing the total rewards:

• Specifically, in Scenario I, the reward was -9,465 without any damping control,

whereas the conventional control improved it to -3,197, and the GSES-based con-

troller further improved it to -1,324.

• Likewise, in Scenario II, the reward was -919,698 without any damping control, and

the conventional control improved it to -244,543, and the GSES-based controller

further improved it to -82,614.
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• Moreover, in Scenario III, the reward was -37,859 without any damping control, and

the conventional control improved it to -9,148, and the GSES-based controller further

improved it to -1,645.

• Lastly, in Scenario IV, the reward was -2,017,542 without any damping control, and

the conventional control improved it to -103,681, and the GSES-based controller

further improved it to -21,339.

These findings support our hypothesis that the GSES-based controller is more effective

than the conventional controller in mitigating inter-area oscillations.

Table 3.1: Comparison of total reward between different controllers in different scenarios
[92]

No Ctrl Conv-Ctrl GSES-Ctrl
Scenario I -9,465 -3,197 -1,324

Scenario II -919,698 -244,543 -82,614

Scenario III -37,859 -9,148 -1,645

Scenario IV 2,017,542 -103,681 -21,339

The rewards’ magnitudes in Scenario IV: three-phase fault stood out as significantly

larger than those of other scenarios. This is due to the absence of any applied oscillation

damping control method in this scenario, resulting in the system’s gradual loss of stabil-

ity as the oscillation magnitudes in speed or frequency differences increase exponentially.

Conversely, the conventional or proposed oscillation damping control approaches can re-

store the system’s stability.

3.6.4 Prony Analysis and Frequency Spectrum Analysis

In this study, oscillation signals were analyzed using Prony analysis and frequency

spectrum analysis [108]. Table 3.2 presents a comparison of dominant oscillation modes in
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Table 3.2: Comparison of dominant oscillation modes in different scenarios via Prony
Analysis [92]

No Ctrl Conv-Ctrl GSES-Ctrl Frequency
S I Damp Ratio 3.85% 7.81% 16.73% 0.307 Hz
S II Damp Ratio 2.24% 7.20% 11.34% 0.294 Hz
S III Damp Ratio 3.71% 8.34% 15.48% 0.298 Hz
S IV Damp Ratio -1.43% 7.01% 12.31% 0.301 Hz

different scenarios. The results indicate that the 0.3 Hz Alberta mode is the dominant mode

in all four scenarios. Without an oscillation damping method, the inter-area oscillations

exhibit a low damping ratio of less than 4%. Conventional control can improve the damping

ratio to approximately 8%, while the GSES-based control can further improve it to above

11%.

In Scenario IV, the damping ratio of the inter-area oscillation is negative, which indi-

cates that the system will lose its stability if no oscillation damping control method is imple-

mented in time. Fortunately, both the conventional and proposed approaches can stabilize

the system. Table 3.2 shows that the proposed GSES-based approach is more effective in

improving the inter-area oscillation damping performance with HVDC transmission.

Figure 3.10 shows the results of the frequency spectrum analysis for all four scenarios.

For a better visualization of the damping performance of the controllers, the maximum os-

cillation magnitude was set to 1.0 and the other oscillation magnitudes were normalized

accordingly. The 0.3 Hz Alberta mode was the dominant mode, and it had the highest mag-

nitude in all scenarios. The second dominant mode was the 0.65 Hz BC mode, which was

observed in Scenarios I, II, and IV. Interestingly, only the 0.3 Hz Alberta mode was trig-

gered in Scenario III, while Scenario I exhibited two modes besides the dominant modes.

The spectrum analysis presented in Figure 3.10 further validates the effectiveness of the

proposed GSES-based approach in damping various inter-area oscillations.

54



The feasibility of the proposed GSES-based approach for practical application in real-

world scenarios can be attributed to various factors. Firstly, it is an adaptive and repro-

ducible technique, meaning it can adjust to changes in the system’s states and produce

consistent results. Secondly, once the GSES is trained, the computational burden is signifi-

cantly low, as the approach does not require a back-propagation process and is model-free,

making it highly scalable with few hyper-parameters. Consequently, the proposed approach

can adapt to various inter-area oscillations caused by different transient events. Although

training the GSES takes a few hours, it can be done offline using parallel computing tech-

niques. Once the training is completed, the well-trained GSES can instantly output the

actions based on the system states. Moreover, updating the actions is required only every

0.01 seconds, reducing the computational burden further.
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Figure 3.6: Revised minniWECC system with PDCI HVDC transmission [107, 92]
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Figure 3.7: Small-signal stability studies of the minniWECC system [92]
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(i) Results of Scenario I (ii) Results of Scenario II

Figure 3.8: Inter-area oscillation damping for (i) Scenario I, (ii) Scenario II [92]. Note.
ARS here stands for Advanced Random Search [91] and is almost equivalent to GSES [58]
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(i) Results of Scenario III (ii) Results of Scenario IV

Figure 3.9: Inter-area oscillation damping for (i) Scenario III, (ii) Scenario IV [92]. Note.
ARS here stands for Advanced Random Search [91] and is almost equivalent to GSES [58]
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Figure 3.10: Frequency spectrum analysis of the oscillations [92]. Note. ARS here stands
for Advanced Random Search [91] and is almost equivalent to GSES [58]
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CHAPTER 4

GSES-BASED DFIG-FRT SYSTEM [85]

A typical grid-connected DFIG system configuration is shown in Figure 4.1. Energy

from wind turbine rotor is transferred to DFIG through a mechanical shaft system including

a gearbox. Rotor of the DFIG is connected to the power grid through a Variable Frequency

Converter (VFC) and stator of the DFIG is directly connected to the power grid. To main-

tain the stable power delivery between DFIG and power grid, the VFC consisting of a

Rotor-side Converter (RSC), a Grid-side Converter (GSC) and a DC-link is necessary to be

controlled through both RSC controller and GSC controller.
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Figure 4.1: Typical DFIG grid connection structure [109, 85]
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4.1 Mathematical Modeling of DFIG

4.1.1 Aerodynamics of wind turbine

The power harvested by a wind turbine from the wind can be calculated using the

following equation:

Pm =
1

2
(ρSwvw)v

2
wCp =

1

2
(ρSw)v

3
wCp (4.1)

Here, ρ denotes air density, Sw = πR2 represents the sweep area of the wind turbine

blades withR as the blade radius, vw is the wind speed, andCp is the wind power coefficient

that is dependent on the Tip-speed Ratio (TSR) λ = ωtR/vw, the pitch angle of the wind

turbine β, and the rotating speed of the wind turbine ωt. The optimal TSR is denoted as λopt

and the maximum wind power coefficient as Cp,max. A Maximum Power Point Tracking

(MPPT) controller is used to determine the active power reference for the RSC controller

to extract the maximum wind power [110, 111]. This can be represented as:

Pm,max = Kω3
t =

1

2
ρR5Cp,max

λ3opt
(4.2)

where λopt is the optimal TSR and Cpmax is the maximum wind power coefficient.

The MPPT controller is activated when the wind speed is below the rated value, and the

pitch angle β is fixed. However, if the wind speed is above the rated value, a pitch angle

controller (usually PI controller) is activated to avoid damage to the wind turbine.

4.1.2 Shaft system

The mechanical dynamics of the wind turbine and the DFIG can be modeled using a

swing equation:
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2Hwω̇t = Pm − Pe −Dwωt (4.3)

Here, Hw represents the aggregated inertia constant of the shaft system that links the

wind turbine and the DFIG, Pe denotes the electromagnetic power of the DFIG, and Dw

represents the aggregated damping constant of the shaft system.

4.1.3 Induction generator

The dynamic stator and rotor equations for the Induction Generator (IG) can be repre-

sented as [109]:

vsabc = Rsisabc + ψ̇sabc (4.4)

vrabc = Rrirabc + ψ̇rabc (4.5)

The flux linkages of the stator and rotor under abc-axis are denoted by ψsabc and ψsabc

respectively. For decoupled controller design, these variables are typically transformed to

dq-axis, leading to the following equations:

vsd = Rsisd − ωsψsq + ψ̇sd (4.6)

vsq = Rsisq − ωsψsd + ψ̇sq (4.7)

vrd = Rridr − (ωs − ωr)ψrq + ψ̇rd (4.8)

vrq = Rrirq − (ωs − ωr)ψrd + ψ̇rq (4.9)

where ωs is the synchronous speed of dq-axis and flux linkages are determined by the

stator self-inductance, rotor self-inductance and mutual-inductance between them [109].
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Then, the stator and rotor output power can be calculated according to the instantaneous

power theory as follows:

Ps =
3

2
(vsdisd + vsqisq) (4.10)

Qs =
3

2
(vsqisd − vsdisq) (4.11)

Pr =
3

2
(vrdird + vrqirq) (4.12)

Qr =
3

2
(vrqird − vrdirq) (4.13)

Using the per-unit system, the electromagnetic power can be determined as:

Pe = ψsdisq − ψsqisd = ψrqird − ψrdirq (4.14)

where ψsd and ψsq denote the stator d- and q-axis flux linkages, respectively, and ψrd

and ψrq denote the rotor d- and q-axis flux linkages, respectively.

4.2 Controller

4.2.1 Rotor Side Controller

In DFIG system, the RSC controller usually guarantees the frequency to be stable,

which consists of two feedback loops (inner current loop and outer power or frequency

loop) as shown in Figure 4.2. The inner current loop has faster dynamics than the outer

loop and is able to regulate the decoupled rotor dq-axis currents ird and irq. The outer

loop can be either power loop which determines the DFIG electromagnetic output power or

the frequency loop (DFIG rotating speed). We choose the power control as the outer loop

as the benchmark in this research. The active power reference P ∗
e can either be given by

MPPT controller or a constant value (usually the rated power of the DFIG). The reactive
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power reference Q∗
e can either be zero or a constant non-zero value as a reactive power

compensator if there is reactive power demand. With the two cascaded control loops, the

output signal v∗rabc will be converted to a 6-channel signal by the PWM generator to drive

the IGBTs in the RSC.
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Figure 4.2: Typical DFIG RSC control structure [109, 85]

4.2.2 Grid Side Controller

Different from RSC controller, the control objective of GSC is usually to maintain

the DC-link voltage between RSC and GSC, which also consists of two feedback loops

(inner current loop and outer DC-link voltage loop) as shown in Figure 4.3. Likewise,

the inner current loop has faster dynamics than the outer loop and is able to regulate the

decoupled grid dq-axis currents igd and igq. The outer loop determines the DC-link voltage

and reactive power flow between DFIG and power grid. With the two cascaded control

loops, the output signal v∗gabc will be converted to a 6-channel signal by the PWM generator

to drive the IGBTs in the GSC.
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Figure 4.3: Typical DFIG GSC control structure [109, 85]

4.3 Design of GSES-DFIG-based Control Strategy

The grid-connected DIFG system mentioned above can transmit power to the power

grid with a stable frequency and voltage under well-designed RSC and GSC controllers

during normal operational conditions. However, when a fault occurs at the Point of Com-

mon Coupling (PCC) between the DIFG terminal and the power grid, the situation becomes

unsatisfactory. In the event of a symmetric or asymmetric fault in the power grid, the DFIG

terminal voltage drops suddenly, followed by a grid voltage depression. The mechanical

part of the wind turbine has a lower response dynamics due to its inertia, resulting in the

original output power. The rotor and stator currents of the DIFG increase very quickly,

particularly for the rotor, when the terminal voltage is low. The rotor of the DIFG may be

damaged due to the over-current situation. Such faults typically last for approximately 12

cycles (0.2s for a 60-Hz system). Cutting off the DIFG from the power grid can prevent po-

tential damage, but restarting the entire DFIG system is also costly. As a result, an efficient

and intelligent method for assisting DFIG FRT is critical.
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To avoid over-current situations, we propose regulating the electric power reference

signal. Dynamically determining the optimal value of the reference signal is challenging,

as it is a complex optimization problem with a lot of non-linearities and coupled effects. In

such situations, the RL-based algorithm is appropriate for the problem. We use the GSES

algorithm with the following information:

4.3.1 State Space

In order to enhance the performance of the DFIG during fault scenarios using the GSES

algorithm, certain variables that represent the DFIG system’s operation status need to be

extracted. To achieve the objective of reducing rotor currents during faults, both the rotor

current ir and the grid-side current ig are selected as part of the state space. The reference

signals ird and irq shown in Figure 4.2 are associated with the active power Pe and reactive

power Qe, respectively. Hence, Pe and Qe are also included in the state space. The DFIG

rotor rotating speed ωr reflects the power flow exchange between the stator and rotor of

DFIG during operation, and the DC-link voltage vdc is included to prevent it from over-

voltage during faults. Additionally, the terminal voltage vg of DFIG is selected to illustrate

the fluctuation of the system voltage at the grid connection point during faults. The rotor

side voltage is also included to monitor whether overvoltage would happen. Therefore, the

state space that contains the most useful information from the DFIG system is expressed as

follows:

S = {ir, ig, vdc, vg, vs, Pe, Qe, ωr} (4.15)
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4.3.2 Action Space

The action space is designed to dynamically regulate the power and DC-link voltage

reference values of the RSC and GSC controllers, respectively, as shown in Figure 4.2 and

Figure 4.3. Therefore, the action space can be expressed as follows:

A = {P ∗
e , v

∗
dc} (4.16)

Although control of the reactive power Qe can support the grid voltage and benefit the

DFIG during faults, this research only focuses on the reduction of rotor current and DC-

link voltage, and therefore, voltage supporting is not discussed in this dissertation. Thus,

the reference for the reactive power is simply set to zero.

4.3.3 Reward Function

To design a well-motivated reward function for the agent to learn desired behaviors from

its experiences and explore the environment in a more reasonable direction, the objectives

are to prevent rotor current and DC-link voltage from over-loading. Hence, the rotor current

magnitude ir =
√
i2rd + i2rq and DC-link voltage magnitude vdc are used in designing the

reward function, and for consistency, only penalty is applied to the reward function for both

partial rewards associated with ir and vdc, but different coefficients are used:

Rir =


α1,ir(ir,rated − ir)2, ir <= ir,rated

α2,ir(ir,rated − ir)2, ir > ir,rated

(4.17)

Rvdc =


α1,vdc(vdc,rated − vdc)2, vdc <= vdc,rated

α2,vdc(vdc,rated − vdc)2, vdc > vdc,rated

(4.18)
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R = Rir +Rvdc (4.19)

where Rir , Rvdc and R are rewards for rotor current, DC-link voltage and aggregation of

both, respectively; α1,ir , α2,ir , α1,vdc and α2,vdc are negative penalty coefficients.

4.4 GSES-based Control Algorithm

The simulation of the DFIG system is performed using the PSCAD/EMTDC software

environment. The predefined states st in (Equation 4.15) are collected by the RL agent

implemented as a user-defined component in PSCAD/EMTDC at each time step t. The

reward function in (Equation 4.17),(Equation 4.18),(Equation 4.19) is utilized to calculate

the reward rt at each time step. The proposed GSES algorithm uses a neural network

with parameters θ to represent the policy πθ. The output action is determined based on

the trained policy πθ and the values of the states, as defined in (Equation 4.16). After

each simulation episode, the episode reward is calculated by accumulating the discounted

reward, as defined in (Equation 2.8). The accumulated rewards are used to estimate the

gradient of the network parameters and update the policy.

To address the issue of unequal weights on different states due to their varying scales, a

state normalization process is performed in the GSES algorithm. The mean and covariance

of the corresponding state are used for state normalization, as shown in (Equation 4.20):

st norm =
1√

diag(σ)
(st − µ) (4.20)

Here, σ and µ are the covariance matrix and mean vector of the states s in the previous

episode, respectively. The algorithm explores the parameter space of the policy for multi-

ple directions ϵj,+ and ϵj,− for j ∈ 1, 2, ..., N in opposite directions. The m directions with

the highest average episode reward are selected as the guided subspace direction. The full
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search direction and guided subspace are balanced by calculating the distribution of pertur-

bation and updating the policy, following the GSES algorithm described in section 2.3.

The complete GSES algorithm is presented in Algorithm 2. It involves simulating the

DFIG system, collecting predefined states, calculating the reward at each time step, train-

ing the policy using a neural network, performing state normalization, and exploring the

parameter space for multiple directions. The algorithm balances the full search direction

and guided subspace and updates the policy by calculating the distribution of perturbation.

4.5 Implementation of Platform and Parallel Computation

To simulate the grid-connected DFIG system in PSCAD-EMTDC software and ex-

change the simulation data with the GSES algorithm, a solution is proposed in this work.

Instead of implementing GSES completely in PSCAD-EMTDC using FORTRAN pro-

gramming language, which could result in a long development time and difficulty in future

maintenance, the GSES algorithm is implemented in Python, a mature and easy-to-use pro-

gramming language in the field of AI. The overall GSES-based DFIG platform is presented

in Figure 4.4. Although a neural network is built in PSCAD-EMTDC through FORTRAN

for fast computation speed, PSCAD-EMTDC does not provide an API for exchanging real-

time data with Python directly. To overcome this issue, the authors developed their own

API, as depicted in Figure 4.4. The simulation data, including states, actions, rewards, and

parameters, can be stored in a local database that is accessible to both PSCAD-EMTDC

and the Python program.

To exploit the characteristic of the GSES algorithm, which can explore the policy

parameter in multiple directions independently and simultaneously, parallel computation

techniques are utilized to speed up the training process. Specifically, the distributed AI

framework Ray [112] is employed on an 8-core Intel Core i7-10700 CPU to drive 8 PSCAD-
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Figure 4.4: Overall GSES-based DFIG control framework: reward ep is the episode re-
ward; ob std is the state covariance matrix; ob mean is the state mean vector; ob array is
the trajectory of the states; weights is the weights of DNN policy [85].
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EMTDC instances concurrently. After each iteration, the GSES algorithm coded on the Ray

framework collects all the aggregated simulation data and updates the policy parameters.

This process repeats until the end of the training. Figure 4.5 shows an example of the ac-

cumulated reward of the proposed GSES-based approach during the training process. The

GSES algorithm reached convergence within 120 iterations, demonstrating the efficiency

of the GSES algorithm under parallel computation. 
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Figure 4.5: An example of rewards during the training process [85]

4.6 Case Study and Discussion

In this study, a PSCAD/EMTDC model of a grid-connected DFIG system with fault

configurations is developed, as depicted in Figure 4.6. The DFIG has a rated power of 3.6

MW and a rated voltage of 4.16 kV [113]. The energy is transmitted to the power grid

through a 4.16/34.5 kV step-up transformer. The wind speed is set to 11 m/s, and the DFIG
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output is 2.88 MW. The proposed GSES algorithm utilizes a policy neural network, which

is a three-hidden-layer MLP network with 128, 128, and 62 neurons, respectively. The

output layer of the neural network has two neurons, representing the actions of P ∗
e and v∗dc.

The continuous ranges of action space for both P ∗
e and v∗dc are selected from (Equation 4.16)

as P ∗
e ∈ [0, 3.6]MW and v∗dc ∈ [3.0, 4.0]kV , respectively. The coefficients of the reward

function are chosen as follows: α1,ir = −2000, α2,ir = −10000, α1,vdc = −500, and

α2,vdc = −1000. Here, |α2,ir | is greater than |α1,ir | because over-current of the rotor is

more critical than over-controlled under-current. Similarly, |α1,ir | and |α2,ir | are greater

than |α1,vdc| and |α2,vdc| since suppressing over-current of the rotor is the main priority

for a DFIG under fault scenarios. It is important to note that the proposed GSES-based

approach is not intended to replace the traditional hardware crowbar protection. Instead, it

provides an additional software solution. Similar to the fact that the crowbar can work with

any other software solution, the crowbar protection can also work along with the proposed

method to provide further safety margin. However, in this study, we only focused on the

performance of the software solution, and the crowbar was deactivated in all case studies.

To evaluate the performance of the trained RL algorithm, three different scenarios were

considered.

DFIG

Grid

F
a
u
lt

DFIG-Grid 

Transformer

Load

Transmission Line

Figure 4.6: Grid-connected DFIG system topology with fault [85]

73



4.6.1 Three-phase fault with 50% voltage drop

In this case, a three-phase fault with 50% voltage drop occurred at time t = 10 s, and

it was cleared after 0.2 s. To evaluate the trained policy of GSES, the episode reward Rir ,

Rvdc of rotor current ir, DC-link voltage vdc with and without GSES were listed in Ta-

ble 4.1a. Both increased Rir and Rvdc with GSES algorithm verified that the agent learned

the effective policy to maximize the reward successfully.

Figure 4.7: Result of 3ϕ fault with 50% voltage drop

Figure 4.7 shows results of the DFIG system states. The DFIG terminal voltage (grid

voltage vg) vs dropped about 50% during the fault and then recovered when the fault was

cleared. The rotor d-axis current ird did not change too much; however, it can be seen that

when the GSES algorithm was activated, the rotor q-axis current irq decreased dramatically

as irq is directly regulated based on P ∗
e (as shown in Figure 4.2). As a result, the aggregated

rotor current ir was obviously reduced by the GSES-based control. Without GSES, the

rotor current during fault could reach as high as 1.5 kA. Therefore, it proved that the GSES

algorithm is very effective in suppressing over-current at the DFIG rotor during the fault. In

addition, DC-link voltage is also reduced below 4.0 kV to prevent from over-voltage during
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Figure 4.8: Result of 3ϕ fault with 100% voltage drop

the fault. The GSES algorithm is able to increase the rotor-current related reward Rir from

-75,785 to -6,905, increase the DC-link related reward Rvdc from -1,595 to -1,199, and the

overall reward from -77,380 to -8,104. The increased total reward, reduced rotor current

and DC-link voltage have proved that the GSES-based control could effectively improve

the DFIG performance during the three-phase fault with 50% voltage drop.

Figure 4.9: Result of single-line-to-ground fault
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Table 4.1: Comparison of episode reward between with GSES and without GSES in terms
of rotor current and DC-link voltage [85]

Without GSES With GSES

Rir -75,785 -6,905

Rvdc -1,595 -1,199

Total R -77,380 -8,104
(a) Three-phase fault with 50% voltage drop

Without GSES With GSES

Rir -491,070 -48,757

Rvdc -236,970 -70,780

Total R -728,040 -119,540
(b) Three-phase fault with 100% voltage drop

Without GSES With GSES

Rir -7,694.3 -933.9

Rvdc -20.4 -40.5

Total R -7,714.7 -974.4
(c) Single-line-to-ground fault
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4.6.2 Three-phase fault with 100% voltage drop

In this case, we tested the performance of proposed GSES-based control during a sev-

erer fault scenario. A three-phase fault with 100% voltage drop occurred at time t = 10 s,

and it was cleared after 0.2 s. The episode reward Rir , Rvdc of rotor current ir, DC-link

voltage vdc with and without GSES during fault were listed in Table 4.1b. It was no-

ticed that because of the severe fault, the absolute values of these rewards with or without

GSES-based control were dramatically increased compared to the previous case of three-

phase fault with 50% voltage drop. However, when comparing the rewards for situations

with and without GSES-based control, we can clearly see that the GSES-based control

increased the rewards Rir and Rvdc , which proves that the GSES algorithm learned the

effective policy to maximize the reward successfully.

Figure 4.8 shows results of the DFIG system states in this three-phase fault with 100%

voltage drop. The DFIG terminal voltage (grid voltage vg) vs dropped to zero when the

fault occurred and it lasted for 0.2 s. The results of this severe fault had higher DFIG

rotor current and DC-link voltage. For the situations without the GSES algorithm, the

maximum rotor side current was 4 kA, compared to the 1.5 kA in the previous case when

the voltage drop was only 50%. Correspondingly, the maximum DC-link voltage was over

7 kV, compared to the 4.2 kV in the previous case. These large over-current and over-

voltage resulted in the large negative rewards as shown in Table 4.1b. Compared with the

situations with and without GSES algorithm, we can see a significant improvement in the

DFIG performance when the GSES was activated. With GSES algorithm, the maximum

fault current was reduced from 4 kA to 1.4 kA during the severe three-phase fault, resulting

in a change in the rotor current related reward Rir from -491,070 to -48,757. Similarly,

the maximum DC-link voltage was reduced from 7 kV to 5.6 kV when GSES algorithm

was implemented, resulting in a change in the DC-link voltage related reward Rvdc from
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-236,970 to -70,780. The total reward was increased from -728,040 to -119,540. The

increased total reward, reduced rotor current and DC-link voltage have proved that the

GSES-based control could effectively improve the DFIG performance during the three-

phase fault with 100% voltage drop.

4.6.3 Metallic single-line-to-ground fault

A Single-line-to-Ground (SLG) fault was the most common fault in a power system. In

this research, we also tested the performance of the proposed GSES algorithm for the SLG

fault. A metallic SLG fault (fault resistance was set to 0.001 Ω) occurred at time t = 10 s,

and it was cleared after 0.2 s. The episode reward Rir , Rvdc of rotor current ir, DC-link

voltage vdc with and without GSES during fault were listed in Table 4.1c. It was noticed

that the absolute values of these rewards with or without GSES-based control were much

smaller compared to the previous two three-phase fault cases. However, when comparing

the rewards for situations with and without GSES-based control, we can clearly see that the

GSES-based control increased the rewards Rir (Rvdc was little changed), which proves that

the GSES algorithm learned the effective policy to maximize the reward successfully.

Figure 4.9 shows results of the DFIG system states in this SLG fault. The DFIG termi-

nal voltage vs dropped about 17% during the fault and then recovered as fault was cleared.

The over-current or over-voltage situation was not as severe as the previous two cases.

However, we could still see that the GSES algorithm improved the DFIG performance.

Compared with the situations without the GSES algorithm, the maximum fault current was

reduced from 0.95 kA to 0.85 kA when the GSES algorithm was implemented, resulting

in a change in the rotor current related reward Rir from -7,694.3 to -933.9. The DC-link

voltage was little changed as it stayed around 4 kV all the time. The increased total reward,

reduced rotor current have proved that the GSES-based control could effectively improve

the DFIG performance during the metallic SLG fault.

78



Algorithm 2 GSES-based DFIG FRT Control [85]
Require: α: learning rate;γ: discount rate; N : number of exploration directions; m: num-

ber of exploration directions with highest reward; σ: standard deviation of exploration
noise; β: the scale factor; k: the number of surrogate gradients to use.

Ensure: πθ∗: NN-based policy with optimal parameters.
1: initialize θ0 = 0 ∈ Rw×w, µ0 = 0 ∈ Rx, σ0 = I ∈ Rx×x, i = 0, where w is the

dimension of NN; x is the dimension of states; i is the iteration number.
2: repeat
3: Sample N perturbation directions ϵi, ..., ϵN from

N (0,
∑

)
4: Assign 2N policy parameters:

θi,j,+ = θi + σϵj

θi,j,− = θi − σϵj
for j ∈ {1, 2, ..., N}.

5: repeat
6: Receive states si,j,t from simulation of

PSCAD/EMTDC DFIG system at time step
t and calculate the corresponding normalized
states si,j,t norm as shown in (Equation 4.20).

7: Output actions by the 2N policy parameters at time
step t:

ai,j,t = πθi,j,+(si,j,t norm)

8: until (one episode simulation is finished)
9: Collect 2N trajectories of states and the corresponding

episode rewards.
10: Obtain the 2m policy parameter exploration directions

with highest rewards.
11: Update the θ with surrogate gradient:

g=
β

2σN

N∑
i=1

ϵi[r(θt + σϵi)−r(θt − σϵi)]

θt+1=θt + αg

12: Store g to the buffer B and update the surrogate
gradient subspace U and perturbation distribution

∑
with (Equation 2.17) and (Equation 2.18)

13: i← i+ 1
14: until (convergence)
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CHAPTER 5

GSES-BASED IEEE-39 BUS FREQUENCY REGULATION SYSTEM

A Doubly-fed Induction Generator (DFIG) is a popular technology for converting wind

energy into electrical energy in wind power systems. The DFIG consists of a rotor and a

stator, which are connected to the grid through two separate sets of windings. The rotor

windings are connected to the grid through converters, whereas the stator windings are

directly connected to the main grid through transformers. The configuration of a typical

grid-connected DFIG system is illustrated in Figure 5.1. The mechanical shaft system,

which includes a gearbox, transfers wind energy from the turbine rotor to the DFIG. The

rotor of the DFIG is driven by the turbine rotor and rotates at a speed that is slightly higher

than the synchronous speed, while the stator is connected to the grid and rotates at the

synchronous speed. The difference between the rotor speed and the synchronous speed is

called the slip, and it determines the amount of power that can be transferred between the

rotor and the grid (through transformers).

5.1 Mathematical Modeling of DFIG

The mathematical modeling of DFIG including aerodynamics of wind turbine, shaft

system and induction generator is same as demonstrated in section 4.1 previously. How-

ever, in this typical system, we replace the traditional pitch controller with the RL-based

pitch controller to stabilize the system frequency at 60 Hz during different events.
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Figure 5.1: DFIG grid connection structure for frequency response [85]

5.2 Controller

The Maximum Power Point Tracking (MPPT) technique is used to optimize the power

output of the wind turbine by adjusting the pitch angle and rotor speed. The pitch angle is

the angle between the chord line of the wind turbine blade and the plane of rotation, and

it determines the aerodynamic force on the blade. The MPPT control system adjusts the

pitch angle to maintain the wind turbine at the optimal operating point, which maximizes

the power output. The rotor speed is adjusted using the rotor-side converter to maintain the

frequency of the generated voltage at the grid frequency.

However, deloaded operation is necessary for frequency response purposes, which re-

quires a positive pitch angle during normal operation. Deloading means reducing the power

output of the wind turbine below the rated power to ensure stable grid operation during

transient events such as sudden changes in wind speed or grid faults. The positive pitch

angle reduces the aerodynamic torque on the wind turbine blade, which reduces the power

output. This control strategy is essential for maintaining the stability of the power sys-
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tem and preventing voltage and frequency fluctuations that can cause damage to electrical

equipment.

5.3 Pitch Angle based Deloading Controller

At MPPT, the coefficient of performance index is maximum, and the power output is

at its highest. However, when the pitch angle is set to a positive value, the power output

is reduced. In this condition, the DFIG can be deloaded, which allows additional power

margin to be developed. The pitch angle can be slowly increased to reach the desired

deloading value. At a super synchronous speed, the pitch angle cannot be controlled further,

but it can be temporarily reduced to extract extra power for regulating the dip in frequency.

This allows for an instantaneous deloading effect, and the output power of the DFIG can

cross its rating but can be controlled not to go beyond its thermal limit [114].

5.4 Design of GSES-based Control Strategy

The complexity of the optimization problem for determining the optimal pitch angle

value for dynamic frequency response poses a significant challenge due to the presence

of several nonlinearities and interdependent effects. To address such situations, an RL-

based algorithm can be deemed suitable. Hence, the GSES algorithm, characterized by the

following specifics, is utilized:

5.4.1 State Space

In order to apply the GSES algorithm for determining the optimal pitch angle of DFIG

to improve frequency response, relevant variables that represent the current status of the

DFIG system need to be extracted. Our primary objective is to stabilize the system fre-

quency, therefore, we select system frequency f as a component of the state space. Fur-
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thermore, we incorporate the regulated pitch angle signal bt and the mechanical power Pm

of the wind turbine, which determines the availability of wind power for frequency re-

sponse, in the state space. Both electrical power Pe and reactive power Qe are included as

the system frequency is regulated by the provided wind power. The rotor rotational speed

ωr of DFIG indicates the power flow exchange between the stator and rotor of DFIG during

operation. Finally, the terminal voltage vg of DFIG is chosen to represent the system volt-

age fluctuations at the system connection point. As a result, the state space that provides

the most useful information about the DFIG system can be represented as:

S = {f, bt, Pm, Pe, Qe, ωr, vg} (5.1)

5.4.2 Action Space

In order to achieve the dynamic regulation of the pitch angle reference value of the

DFIG, shown in Figure 5.1, the possible actions can be formulated as:

A = {bt∗} (5.2)

5.4.3 Reward Function

To incentivize the desired behaviors of the agent and steer it towards sensible explo-

ration of the environment, the reward function design is critical. To achieve the objective

of maintaining a stable system frequency of 60 Hz, the reward function must penalize the

agent for any undesirable outcomes resulting from its actions, while also rewarding desir-

able outcomes. In this context, the system frequency (f ) is incorporated into the reward

function design. Our preference for consistency is reflected in the decision to apply only

penalties to the reward function. This approach is captured by the following equation:
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R =


[α1,f (f − 60)]3, f >= 60Hz

[α2,f (60− f)]3, f < 60Hz

(5.3)

Here, α1,f and α2,f are negative penalty coefficients.

5.5 Implementation Platform and Parallel Computation

In this research, the modified IEEE39 bus system integrated with DFIG is simulated

using the PSCAD/EMTDC software platform. To gather predefined states st at each time

step t, an RL agent is integrated into the PSCAD/EMTDC as a user-defined component.

The reward function presented in (Equation 5.3) is employed to determine the reward rt

for each time step t. To implement the proposed GSES algorithm, a neural network with

parameters θ is employed to represent the policy πθ, which generates the output action

based on the states and trained policy πθ, as described in (Equation 5.2). After one simu-

lation episode, the episode reward is determined by calculating the discounted cumulative

reward, as defined in (Equation 2.8). This cumulative reward value is then utilized to esti-

mate the gradient of network parameters for updating the policy.

In addition to exploring the policy parameter space in multiple directions, namely ϵj,+

and ϵj,− for j ∈ 1, 2, ..., N , the GSES algorithm also balances the full search direction and

guided subspace by calculating the distribution of perturbation and updating the policy. The

m directions with the highest average episode reward are chosen as the guided subspace

direction. These directions are opposite to each other, and their corresponding gradients

are employed to update the policy parameters.

As the simulation of the system is performed in PSCAD/EMTDC software, effective

handling of data communication is required to facilitate the exchange of simulation data,

including states, actions, rewards, and parameters between PSCAD/EMTDC and GSES al-
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gorithm. We implemented the GSES algorithm in Python, a robust programming language

commonly used in AI, while building the neural network in FORTRAN for faster com-

putation. Due to the absence of an API in PSCAD/EMTDC for real-time data exchange

with Python, we have created our own API, as shown in Figure 5.3. The simulation data,

including states, actions, rewards, and parameters, can be saved in a local database that can

be accessed by both PSCAD/EMTDC and the Python program.

Figure 5.2: History of GSES training rewards

To expedite the training process, we leverage parallel computation techniques, allowing

exploration of policy parameters in multiple independent and simultaneous directions. In

particular, we employ the distributed AI framework, Ray [112], on an 8-core Intel Core

i7-10700 CPU to simultaneously drive 8 PSCAD/EMTDC instances. At the end of each

iteration, the Ray framework executes the GSES algorithm, which collects all the aggre-
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gated simulation data and updates the policy parameters. This process is repeated until the

training is completed.
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Figure 5.3: Overall GSES-based DFIG control framework: reward ep is the episode re-
ward; ob std is the state covariance matrix; ob mean is the state mean vector; ob array is
the trajectory of the states; weights is the weights of DNN policy. [85]

Using the same fixed hyper-parameters but different random seeds, we conducted seven

runs of GSES training, the results of which are presented in Figure 5.2. The mean and vari-

ance of the accumulated reward from each run indicate that all seven runs were able to

converge to a similar reward value with minimal variance, revealing the robustness of the

GSES algorithm. It took an average of approximately 60 hours for the training process.

Nevertheless, the trained RL agent can respond promptly to frequency deviations. To fur-

ther improve exploration efficiency, a cluster of workstations can be utilized to enable more

parallel PSCAD/EMTDC instances and speed up the training process.

86



5.6 Case Study and Discussion

A modified version of the IEEE 39-bus system is utilized in this study to simulate the

dynamic frequency response of the power system. This system includes 10 generators with

a total capacity of around 6 GW. To compare the effectiveness of our proposed method

with conventional frequency response techniques, we substitute the synchronous generator

located at Bus 36 with a DFIG wind farm of comparable size. Figure 5.4 illustrates the test

system employed in this research. The DFIG wind farm has a rated voltage of 34.5 kV and

a rated active power of 550 MW, and it is connected to the power grid through a 34.5/230

kV step-up transformer. The wind speed is set to 11 m/s, and the DFIG output power is

regulated to approximately 400 MW in deloaded mode.

A three-hidden-layer multi-layer perceptron network with 128, 128, and 62 neurons for

each layer, respectively, has been developed to serve as the policy neural network. The

output layer of the neural network includes a neuron for the actions of bt∗. The continuous

ranges for bt∗ of action space have been chosen from (Equation 5.2), and they fall within the

range of [0, 20] degrees. The reward function’s coefficients are established as α1,f = −100

and α2,f = −200 for case studies that the frequency needs to be boosted (e.g. decreased

generation and increased load), α1,f = −200 and α2,f = −100 for case studies that the

frequency needs to be suppressed (e.g. increased generation and decreased load). The rea-

son is because that when the frequency is smaller than 60 Hz, we drive the RL agent to

boost the frequency to 60 Hz by giving more reward (less penalty) if it is closer than 60 Hz.

The GSES RL agent has been trained for various contingencies, intending to maintain the

system frequency. After the agent is adequately trained, it is employed to regulate the fre-

quency response of the DFIG. To evaluate the proposed GSES-based method’s efficiency,

we compared it to the original IEEE 39-Bus system, in which all 9 synchronous generators

regulate the system frequency. To ensure stability, we select an occurrence time of t = 42s
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Figure 5.4: Modified IEEE 39-Bus test system for case studies
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for all transients in all case studies, as the numerical simulation takes approximately 37s to

stabilize.

5.6.1 Loss of Generator

The loss-of-generator emergency studied in this scenario involved an internal fault in

the power plant, leading to the sudden cut-off of the generator on Bus 33 and a subsequent

loss of approximately 620 MW. This resulted in a significant frequency drop at time t =

42s.

Figure 5.5 illustrates the frequency response outcomes for two approaches: the tra-

ditional generator-based approach, which does not involve wind farms, and the proposed

GSES-based approach. Under the traditional approach, the generators gradually increased

power output using conventional droop control methods, causing the system frequency to

drop to a minimum of 59.47 Hz before bouncing back. This nadir point is below the 59.5

Hz threshold that typically triggers load-shedding relays to cut off loads, thereby leading

to a loss of certain loads. In contrast, the GSES-based DFIG control approach quickly

released the reserved power of the wind farm by changing the pitch angle to support the

frequency response. The system frequency recovered much faster under this approach, and

the lowest value (59.62 Hz) exceeded the 59.5 Hz threshold. Consequently, no additional

system loads were cut by the load-shedding relays.

The performance of the frequency response under the two approaches was quantified

using the reward function in (Equation 5.3). The calculated total reward over the simulation

was −3, 372k without the GSES-controlled DFIG, compared to −716k with the proposed

GSES approach. The results confirmed the superior performance of the GSES-based fre-

quency response approach over traditional methods during a loss of generator.
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Figure 5.5: Result of frequency response for a loss of generator

5.6.2 Sudden increase of Load

In this study, we investigated the response of the power system to a sudden increase in

load on Bus 16, caused by the connection of an unexpected load area. The sudden increase

in load necessitated additional generation, which resulted in a significant drop in frequency

at time t = 42s.

Figure 5.6 shows the frequency response results obtained using the traditional generator-

based approach (without wind farms) and the proposed GSES-based approach. When the

wind farm is not under GSES control, the generators gradually increase power output using

traditional droop control methods, resulting in a system frequency drop to a minimum of

59.42 Hz before rebounding. This frequency dip falls below the critical threshold of 59.5

Hz for about 2.1s, triggering the operation of load-shedding relays and resulting in some

load loss.
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In contrast, when the GSES-based DFIG control approach is employed, the wind farm’s

reserved power is quickly released by changing the pitch angle to support the frequency

response. The system frequency recovers much faster with the GSES-based control method

compared to the traditional method, and the minimum frequency value (59.66 Hz) remains

above the 59.5 Hz threshold. As a result, no additional system loads are lost due to load-

shedding relays.

We evaluated the performance of the frequency response under the two methods using

the reward function defined by (Equation 5.3). The total reward calculated over the sim-

ulation period is −2, 748k for the traditional approach without GSES control, while it is

−572k for the proposed GSES approach. These results validate the superior performance

of the GSES-based frequency response approach during a sudden increase in load.

Figure 5.6: Result of frequency response for a sudden increase of load
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5.6.3 Decrease of Load

In the last event, generator 4 experienced a decrease in load by approximately 500 MW

at time t = 42 s. The system frequency response is presented in Figure 5.7, showing

an increase in frequency to about 60.4 Hz without the GSES algorithm. However, with the

GSES algorithm, the nadir point of the system frequency f was notably reduced by employ-

ing the extra power from DFIG, indicating the high effectiveness of the GSES algorithm in

regulating the system frequency during such events.

Figure 5.7: Result of frequency response for a sudden decrease of load

Similar to the previous events, we compare the episode reward Rf of the system fre-

quency f with and without the GSES algorithm, as shown in Table 5.1. The results reveal

an improvement in Rf with the implementation of the GSES algorithm.
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Table 5.1: Reward Comparison with and without GSES under different scenarios

Scenarios Without GSES With GSES

Loss of Generator -3372,639.1 -716,112.0

Increase of Load -2747,914.4 -572,394.3

Decrease of Load -2507,166.5 -74,545.2
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CHAPTER 6

CONCLUSIONS AND FUTURE WORK

This dissertation proposed a new RL based solution to improve the performance for

typical dynamic control problem in power systems including HVDC, DFIG and modified

IEEE-39 bus based system during many different scenarios.

6.1 Conclusions

• GSES-based HVDC Damping Control System: We proposed a novel approach for

damping inter-area oscillations using High Voltage Direct Current (HVDC) trans-

mission. The approach used a Reinforcement Learning (RL)-based control algo-

rithm called Guided Surrogate Gradient-based Evolution Strategy (GSES) to dynam-

ically set the parameters of the controller. The GSES-based controller was efficiently

trained using parallel computation techniques to learn to modulate the HVDC trans-

ferred power during various transient event-triggered inter-area oscillations. The ef-

fectiveness and superiority of the proposed GSES-based HVDC oscillation damping

controller over conventional controllers were demonstrated in extensive studies.

• GSES-based DFIG-FRT System: The performance of the Doubly-fed Induction Gen-

erator (DFIG) system was improved using an advanced GSES algorithm. The algo-

rithm was designed and implemented in PSCAD software to control the DFIG sys-
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tem. A communication framework was established between PSCAD and Python to

facilitate machine learning. The use of parallel computation improved the computa-

tional and training speed. The proposed GSES-based control was tested in a detailed

DFIG system under different fault scenarios. Simulation results showed that the al-

gorithm effectively reduced the rotor over-current and DC-link over-voltage.

• GSES-based IEEE-39 Bus Frequency Regulation System: We presented a novel ap-

proach for frequency response that utilizes the reserved power of deloaded wind

farms to support the system frequency under emergencies. Our approach employed a

robust GSES-based RL agent to intelligently control the wind farm output and learn

the best policy for frequency response. A user interface was designed, and parallel

computation techniques were used to efficiently train the GSES-based RL agent. To

validate the efficacy of our proposed approach, we conducted experiments on a mod-

ified IEEE 39-Bus system and compared its performance with traditional frequency

response methods under sudden load increase and generator loss scenarios. The pro-

posed approach demonstrated superior performance over traditional frequency re-

sponse methods.

Overall, the proposed RL-based solutions demonstrated promising results in improv-

ing the performance of power systems. The use of parallel computation techniques and

the communication framework between different simulation environments and Python pro-

vided more efficient and practical solutions for real-world applications.

6.2 Future Work

Overall, future work on this research is expected to explore more complex systems

and challenging scenarios and to investigate the scalability and robustness of the proposed
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approaches. In addition, we plan to have the detailed future work for each specific system

in the next subsections.

• GSES-based HVDC Damping Control System: Future work on this subject will fo-

cus on studying the impact of communication delays on the proposed approach and

exploring the use of meta-learning to adapt to various transient events.

• GSES-based DFIG-FRT System: It is worth noting that the proposed GSES-based

control can work in combination with traditional hardware solutions such as the

crowbar protection. For this subject, further investigation is needed to explore the

combined performance.

• GSES-based IEEE-39 Bus Frequency Regulation System: Future work on this sub-

ject is expected to introduce more wind turbines for frequency regulation support.

Thus those wind turbines can not only enhance the capability of frequency regula-

tion, but also can operate coordinately to increase the stability of the system.

The use of RL in power systems is an exciting and rapidly evolving field, and we look

forward to seeing more innovative solutions in the future.
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APPENDIX A

COMPARISON BETWEEN BRS AND GSES

A.1 Basic Random Search

The GSES algorithm is an extension of the Basic Random Search (BRS) algorithm. In

the BRS, a neural network is also used to represent the mapping between the state s to the

the action a. Therefore, the RL policy πθ is based on the neural network mapping, and

θ ∈ Rn is the parameter of the neural network [115]. The objective of BRS is to find the

optimal policy π∗
θ that maximizes the expected total reward through updating the neural

network parameter θ:

Objective : max
θ

E [R(πθ)] (A.1)

where R(πθ) is the total reward using the policy πθ.

The BRS initializes the policy πθ and perturbs the parameter θ by applying +ϵδ and

−ϵδ. The ϵ is a positive constant exploration noise that is small than 1, and δ is the random

sample generated by Gaussian distribution. The perturbed policy pair πθ+ϵδ and πθ−ϵδ will

be evaluated by their corresponding received total rewards R(πθ+ϵδ) and R(πθ−ϵδ). When

the parallel computation technique is used,N perturbed policy pairs can be generated at the

same time to calculate the 2N received total rewards. These rewards are used to determine

the gradient ∆θ of the parameter θ as follows (Equation A.2):
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∆θ =
1

N

N∑
k=1

[R(πθ+ϵδk)−R(πθ−ϵδk)] δk (A.2)

The neural network parameter θ is then updated by

θ ← θ + α∆θ (A.3)

Unlike many other RL algorithms that require a back-propagation process for gradient

update, the BRS determines the ∆θ using a simultaneous perturbation stochastic approxi-

mation approach, and thus it achieves a much faster and more robust learning convergence.

However, the BRS faces several challenges like the exploding standard deviation in the

collected rewards, unbalanced system state magnitudes, and un-prioritized gradient update

directions. The GSES algorithm keeps the benefits of the BRS and solves the above chal-

lenges.

A.2 Guided Surrogate Gradient-based Evolution Strategy

During the training of BRS, the standard deviation σN of the N pairs of total rewards

R(πθ+ϵδ) and R(πθ−ϵδ) would gradually grow from a small value to a very large number.

Therefore, in the gradient updating stage, it is very difficult to choose a suitable learning

rate α that can properly handle the increasing σN when the training process is approaching

the optimal points. The GSES addresses this problem through dividing the gradient ∆θ by

the magnitude of the standard deviation σN [91],

∆θ =
1

NσN

N∑
k=1

[R(πθ+ϵδk)−R(πθ−ϵδk)] δk (A.4)

The above method can effectively reduce the impact of the varying total reward. An-

other issue with BRS is that the system states could be in very different scales, which
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could contribute to inequality of the inputs of the neural network. Taking the power system

as an example, the system states are voltage magnitudes, phase angles, bus frequencies,

and machine speeds. These states could be in different units and scales. For instance,

the voltage magnitude could be around 1.0 per unit, while the frequency difference at the

HVDC terminals can be around 0.01 Hz. The differences in the input scales would result

in over-weighting the voltage magnitude than the frequency difference. The GSES solves

this problem through implementing a state normalization to fit the neural network as

π′
θ+ϵδk

(s) = πθ+ϵδk

(
diag(Σ)−1/2(s− µ)

)
(A.5)

π′
θ−ϵδk

(s) = πθ−ϵδk

(
diag(Σ)−1/2(s− µ)

)
(A.6)

where Σ and µ are the variance and mean value of the input states s.

The last problem with BRS is that the gradient ∆θ is estimated by usingN pairs of total

rewards of the perturbed policies πθ+ϵδ and πθ−ϵδ. Because the perturbed direction +ϵδ and

−ϵδ are randomly selected, there is a very high chance that some direction could decrease

(instead of enhancing) the performance of the RL policy πθ. The GSES evaluates all the

rewards of each perturbed policy and ranks the rewards from high to low. Only the top M

pairs are kept by the GSES to determine the gradient updating direction, while the other

N −M pairs are discarded.

In summary, the GSES enhances the performance of the BRS by replacing the previous

gradient updating process in (Equation A.7) as:

∆θ =
1

MσM

M∑
k=1

[
R(π′

θ+ϵδk
)−R(π′

θ−ϵδk
)
]
δk (A.7)
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