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Abstract 

Microgrids incorporating distributed generation and renewable energy sources 

offer potential solutions to the energy crisis while modernizing traditional grids. Despite 

cost-effectiveness in some technologies, financial support remains crucial for expensive 

ones like PV, fuel cells, and storage technologies. Microgrids bring economic benefits, 

efficiency, reduced emissions, and improved power quality. Their success hinges on cost 

reductions in renewables, storage, reliability, and energy management systems, enabling 

operation both with and without the utility grid. 

Economic Dispatch optimizes system costs, considering all constraints. Various 

methods tackle this problem, including quadratic convex functions, Lagrangian 

relaxation, and quadratic programming. For microgrids with distributed generators, 

seamless communication and secure operation are vital. This dissertation addresses the 

inclusion of noise as a constraint in grid-connected and islanded microgrids, aiming to 

enhance economic dispatch solutions and overall performance. A virtual synchronous 

generator control strategy improves power quality, employing a noiseless consensus-

based algorithm. Reactive power management utilizes a STATCOM controller to 

enhance voltage, output power, and phase angle stability. Three algorithms—Lagrange, 

Firefly, and Artificial Bee Colony—are studied for active and reactive power 

compensation with and without the VSG-STATCOM strategy at various noise levels. 
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The dissertation also presents findings from a NREL-funded project on Cost 

analysis of microgrids in the U.S. The study identifies average costs for typical microgrid 

projects over the next five years, aiding future R&D and project planning for investors, 

developers, and researchers. Data analysis focuses on commercial, community, and 

campus microgrid sectors to derive meaningful insights. Ultimately, microgrids with 

distributed generation and renewable sources hold promise for a more sustainable and 

resilient energy future. 
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Chapter 1. Introduction 

 

Energy is an important aspect for the economic development of a country. Energy 

is important for overall development and is considered as the main infrastructural 

requirements for agricultural, industrial and socio-economic development and also for 

employment generation in rural and remote areas. With the increasing world population 

and the rising living standards, the global energy demand is steadily increasing. The 

demand for energy is predicted to increase by 60% by 2050, with the developing 

countries accounting for two-thirds of this increase. Energy security, as an issue of 

national strategic importance, has taken the center stage of the planning process against 

the backdrop of frequent rise in global crude oil prices. Energy security is essential to 

achieve national economic development goals and improve the quality of life of people. 

The level of per capita energy consumption has for long been considered as one of the 

key indicators of economic growth. The continued dependence of the nation on fossil fuel 

is loaded against it with inherent price volatility linked to finite global reserves. In 

addition, global warming, caused largely by greenhouse gas emissions from fossil fuel 

generating systems, is also a major concern. Thus, it becomes inevitable to use the 

renewable sources of energy along with conventional sources to meet the growing 

demand of energy. To reduce the CO2 emissions from the combustion of fossil fuels, the 
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use of renewable energy resources is necessary. Due to high penetration of Distributed 

generators (DGs) in distribution networks, grid-connected and islanded mode of 

operation is crucial for our energy requirements. Efficient development of microgrids will 

help more reliable power delivery, reduction in power losses and better frequency and 

voltage profile of the system. Stable and efficient operation of microgrids require new 

control, protection and communication infrastructure developments. Hence, microgrids 

stability must be achieved by subjecting novel control methods. Since the past couple of 

years, a significant amount of research has been carried out and funded in study 

microgrids. 

Microgrids (MGs) are a combination of DGs, energy storage and loads. Their 

advantage is that they can be operated in grid connected or islanded mode. An efficient 

control strategy is needed in order to control the microgrids’ voltage and frequency and is 

crucial for its stable and reliable operation. These control strategies are also known as 

‘Microgrid controller’. Intensive research has been carried out by professionals for an 

effective microgrid control using multiple algorithms and proposal of new approaches.  

These control systems can be centralized, distributed or decentralized depending 

on the application, location, and economic viability of microgrid projects. 

Communication between these various control systems ad DGs is also important for a 

seamless operation of microgrid. It is also important to ensure that there are fewer 

communication gaps due to system lag or noise. This dissertation focuses on study of 

consensus-based approach for reduction in communication noise and simulation is carried 

to analyze its impact on overall power quality and cost of the microgrid system. Lagrange 



 

3 

method and Particle swarm optimization (PSO) algorithm are compared to observe their 

active power performance and optimal dispatch solutions in grid-connected microgrids.  

Also, reactive power compensation is performed in isolated microgrids for better 

active power and reactive power control of the system. Virtual synchronous generator is 

also assessed in conjunction with consensus-based approach to understand how these two 

methods provide for a more stable microgrid ecosystem. Lagrange formulation and 

Particle swarm optimization technique are compared to analyze their effect on grid-

connected microgrid’s overall performance with and without VSG control approach. The 

Lagrange method, Firefly, and Artificial bee colony algorithm are compared for their 

voltage, output power, power factor, phase angle, and optimal dispatch performance in 

presence and absence of VSG-STATCOM strategy for various noise levels.   
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Chapter 2. Literature Review  

2.1 Existing Methods 

Economic dispatch is important for operation of microgrids. It helps in reducing 

the total cost of operation and generation of microgrids while meeting all the defined 

constraints. Since microgrids consist of distributed generators, it is imperative for these 

generators to communicate seamlessly with each other. This should be done with 

minimum losses and ensuring stable operation of the microgrid. Economic Dispatch is an 

optimization problem, which is used to minimize the cost of the system. It is one of the 

important problems in the field of power systems. While finding minimum cost of the 

system, all the constraints (both equality constraints and inequality constraints) of the 

system are taken into consideration. Many methods have been used to solve economic 

dispatch problem, most commonly by quadratic convex function [1], [2]. In [3] and [4] 

Lagrangian relaxation technique and quadratic programming has been used respectively. 

Particle Swarm Optimization has been used in [5] for effective demand response in 

islanded microgrids. [6] and [7] have used the Dragonfly algorithm and Cuckoo Search 

Algorithm to solve demand response in economic dispatch problems respectively. [8] 

introduces an improved Genetic Algorithm for optimal dispatch. Programming 

approaches for mathematically based optimization, such as Lambda-iteration, Gradient, 

Newton method, Base-point participation factor method, and others, can be used to
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resolve economic dispatch [9]. Many researchers have chosen to use artificial 

intelligenceand optimization techniques to solve Economic Dispatch. This contains 

hybrid techniques, which improve one technique's performance while using another to 

discover a superior answer. To address ED, it has been recommended that the Genetic 

Algorithm (GA), Particle Swarm Optimization (PSO), Differential Evolution (DE), 

Firefly algorithm, etc., be utilized [10]-[14]. 

Consensus based algorithms have been studied widely by ensuring the equal 

increment cost criterion [15]-[18]. To minimize the total cost, both economic dispatch 

and demand side management problems were solved [19]-[25]. The conventional 

economic dispatch problem assumes that the system/microgrids are noiseless. In real-

time, noises are present in the system (from components as well as surroundings). This 

affects the performance and resilience of the microgrids. It also limits their stability. 

Hence, it is necessary to include noise in consensus-based algorithm economic dispatch 

problem, to stabilize the microgrids and enhance their resiliency and performance. Some 

publications have included noise in their analysis [26]-[28]. They developed noiseless 

control algorithm for voltage and frequency synchronization in microgrids as well as 

power sharing approach which is independent of its parameters. But not much research 

has been carried out in this area and therefore, this paper will explore towards this 

approach. [29] has discussed this strategy for islanded microgrids but did not include grid 

connected microgrids. This paper represents the noiseless economic dispatch problem for 

grid-connected microgrids. Also, in this approach there is no need of central controller, 

hence the system is more cyber secure and less expensive. Since a distributed approach is 
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utilized, it eliminates the need of central controller and reduces communication 

complexity [30]-[35]. 

Inverter has a principal role in the interactive process of the microgrid and 

distribution network [36]. Droop control strategy [37] is used conventionally but it is very 

sensitive to fluctuations in load. Many literatures have proposed an improved droop 

control strategy based on the output voltage of inverter, but the frequency is not stable 

enough because of droop coefficient. An adaptive droop control strategy based on discrete 

consensus has also been proposed in DC microgrids [38-39]. P/Q control strategy has been 

used in grid-connected mode. U/f control strategy has been used predominantly in 

islanded mode. P/Q and U/f control strategy may be used together to form a new strategy. 

However, it is complicated as one needs to design two sets of control systems as well as 

switching control part for the two strategies [40]. FACTS devices have been 

predominantly used to provide compensation for voltage and phase angle instability [41]. 

This instability in the system could be due to load fluctuations or inherent noise in the 

system. STATCOMs are one of the commonly used devices for this purpose amongst 

many others. This paper uses STATCOM based controller to provide voltage and phase 

angle stability to the islanded microgrid during different noise conditions in a short span of 

time. STATCOM uses voltage source converter to provide shunt compensation in the 

microgrid system [42]. Another advantage is that it provides less damping, low harmonics, 

better response and improved voltage profile in the system [43]. 
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2.1.1 Importance of Grid-connected Microgrids 

Microgrid can operate in two modes: grid-connected mode and islanded mode. 

For majority cases, the microgrid and main grid are connected and communicate and 

operate both ways. If the main grid system fails or becomes inoperative, the microgrid is 

expected to operate independently. Hence, the microgrid should be able to disconnect 

from the main grid and operate in islanded mode. While connecting disconnecting from 

main grid and with inclusion of multiple generation sources, it is important to have good 

communication and control between all the components of microgrid. Many control 

strategies have been proposed to make micrograms more resilient and reliable. This 

chapter covers some of these strategies though literature survey. 

A strategy to control the harmonic current of the voltage source grid-connected 

inverter according to the superposition principle, is proposed in [44]; PQ control, V/F 

control, Droop control and many more methods have ben discussed and proposed 

thoroughly in many literatures. [45] proposes hierarchical control, which uses layered-

based algorithm to achieve control of microgrid. By adding idle mode between charging 

mode and discharging mode of energy storage system, [46] proposes control in the 

storage aspect of microgrids. [47] proposes that a system that uses current amplitude 

control method for inverter control during LVRT. This helps in avoiding the generation 

of output overcurrent. It also proposes that if the DC-DC converter abandons the 

maximum power tracking control when the grid side voltage drops, the fluctuations in 

voltage are more stabilized. [48] adopts the master-slave control mode. It helps control 

the “multi-micro source low-voltage” microgrid. It was observed that this method 
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improves the power supply reliability in the microgrid. In this paper, the method of grid-

connected PQ control and islanded droop control is introduced. It observes the microgrid 

system under different operating conditions. This control method is simple and warrants 

the utilization rate of the system. It also makes the switching process between different 

elements much easier and seamless [49].  

As AC power system is more customary, a lot of investigations have been done in 

AC microgrids. However, with increase in application in remote areas, the inclusion of 

DC distributed generation (DG) units, storage elements (SE) and DC loads, DC 

microgrids have gained much popularity recently [50]. Islanded DC microgrids use a 

hierarchical control strategy based on droop control is proposed to achieve power 

management [51]. In [52], a two level control architecture based on bus-signaling and 

virtual inertia is proposed in an islanded DC Microgrid. This helps in achieving a more 

coordinated control strategy between various renewable energy sources/generation 

sources, local DC loads, and energy storage systems. In [53], many control strategies for 

DC microgrids have been studied and explored. Most of the research work is on the 

islanded mode of operation. It doesn’t address any coordinated operation of DC 

microgrids grid- connected mode.  

[54]-[55] introduce different power management techniques based on dc bus 

voltage for integrated isolated DC microgrids. This technique is only for nonrenewable 

sources. However, it was observed that oscillations in bus voltage can cause switching of 

sources, which is not economical and reliable for nonrenewable sources. [56]–[57] tried 

to compensate for the above-mentioned issues. They did so by creating a centralized 



 

9 

controlling for various sources and loads. They also incorporated supercapacitor (SC) for 

smooth mode transitions, which also helps in increasing battery’s life. [58] proposed an 

energy management approach that relies on battery’s state of charge (SoC). However, it 

does not achieve full utilization of the battery due to its cutoff limits (i.e., 50% of SoC) 

and DG is operated in not so optimized fuel-efficient range. Authors in [59] developed a 

polynomial controller for all the source converters. However, it does not include fuel-

efficient operation. This is because a DG is supplied variable power continuously to 

maintain the voltage of dc bus. The strategy proposed in [60] utilizes continuous 

operation of a DG for dc bus voltage regulation, which is not reliable and also leads to 

uneven loading. 

In all the above-mentioned cases, power is converted into dc. In many 

applications, such as data centers, some loads must be fed through ac power. Hence, an 

ac bus needs to be formed. This can be done by an interfacing converter to supply the ac 

loads. [61] explains about the ac bus coupled isolated DC microgrids where a DG is 

connected on its ac power side. It proposes a solution by considering the SC to avoid 

startup delay of the DG and smoothens the dc bus voltage regulation. It does not consider 

a base station as dc load that increases the conversion losses, and does not explore the 

energy management scheme under all conditions. [62]-[63] propose an effective control 

and energy management techniques for grid-connected DC microgrids. They are not 

appealing since continuous operation of a DG is not economical and efficient. [64]-[65] 

introduce control and management strategies for integrated isolated DC microgrids. But 

there is no back-up source and hence may not be very suitable. Power management 
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techniques are introduced in [66] for hybrid ac–dc microgrids. They use multiple sources 

on ac side. It also includes utilities where one source forms the ac bus and other source 

injects power based on the reference bus. 

 

2.1.2 Importance of Islanded Microgrids 

Usually, a Microgrid can operate while connected to a main grid network or 

medium voltage network. When a preplanned or unplanned event occurs in the main grid 

or medium voltage network, the Microgrid operates in isolated/islanded mode.  If the 

microgrid switches to islanding mode because of fault or low voltage, the controllers must 

refrain the system from frequency and voltage fluctuations in order to send the quality 

power to consumers. The Microgrid should also be able to recover quickly from any 

frequency and voltage changes in islanding mode. When Microgrid switches to islanding 

mode, its previous condition should be analyzed. For example, if it was importing energy 

then after switching to islanding mode, it should be able to increase its generation capacity 

in order to compensate for the power lost. In another example, if it was exporting energy 

and it switches to islanding mode, it should be able to decrease its generation capacity so 

that the grid frequency can increase. 

A considerable amount of research has been published on the control strategies of 

Microgrids. Reliable and quick control of real and reactive power are important for 

stability during transient and steady-state operation of a Microgrid [67]. For AC islanded 

microgrid, the output voltage of the system will fluctuate due to disturbances, such as the 

change in system parameters and power load. Research on controlling of inverter system 

of an islanded microgrid with strong robustness high reliability has an important 
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implications its operation. To address deviation in voltages, the research on a microgrid 

inverter system includes the following methods: artificial intelligence control algorithm, 

robust control method, nonlinear control method, and disturbance observer (DO)-based 

control method. In [68], the particle swarm optimization algorithm is adopted to establish 

a grid-connected inverter system model. It also includes nonlinear links and harmonic 

disturbance of the power grid to achieve anti-interference control. [69] discusses method 

using a fuzzy neural network to achieve online compensation of external uncertainties 

caused by DC voltage fluctuation of inverter system. For an unexpected shutdown of the 

distributed power supply, the non-convex condition in the optimization problem was 

transformed into a convex linear matrix inequality condition in [70]. This method was able 

to adjust power sharing between the system load voltage and the distributed power supply. 

However, these methods are difficult to analyze system stability as they are not analytic. 

In [71], the optimal transient performance of H2 control and the anti-interference 

performance of H∞ control are integrated. It introduces a mixed optimal control method of 

H2/H∞ to account for parameters variations. This process is very complicated and not 

easy to perform. In [72], the Bialternate matrix is used to analyze the stability domain of 

the hybrid microgrid system. Using uncertainty in parameters of distributed power supply 

with inverter, it designs the parameters of a power stabilizer to ensure that the microgrid 

system has more stability. 

  [73] uses the unconstrained vector of the continuous control set to predict the 

change of load current in systems. It helps enhance the anti-disturbance performance of 

the inverter system with change of external load. The model predictive control (MPC) 
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voltage controller is combined with discrete time sliding mode control (SMC) current 

controller in [74] to improve the recovery ability of voltage and current. It considers load 

change, transient short circuit, and unbalanced phase in its analysis. In [75], SMC strategy 

is used to predict the harmonic current disturbance. It also filters the parameter 

perturbation generated by a nonlinear load in the microgrid system in real time. It helps in 

achieiving global robust control. According to [76], recursive terminal sliding mode 

control strategy is able to  resist load variation for a distributed low-voltage microgrid 

either in grid-connection mode or islanded mode. However its disadvantage is that the 

redundancy of the MPC method information is quite  high. This increases the complexity 

of the algorithm. [77] addresses the harmonic distortion due to nonlinear loads and 

background harmonics. The paper also proposes harmonic impedance reinforcement based 

control for voltage controlled DG inverters. In [78], a unified inertia index is introduced to 

evaluate the holistic inertia level of the hybrid microgrid. This method improves stability 

and dynamic performance of hybrid microgrid. In [79], a Kalman estimator-based voltage 

prediction control method is proposed for the interference of line impedance parameter 

change, load change, output impedance change, and distributed power supply fault. It 

helps in realizing the voltage free deviation control of an AC island microgrid without 

communication. In [80] active disturbance rejection control method is introduced which is 

based on the linear extended state observer (ESO)  and is adopted to enhance robust 

control of the output current of a grid-connected inverter system. 

In [81] peak load carrying capability (PLCC) of a distribution system is acquired 

from Loss of Load Expectation (LOLE) risk level. The proposed method employs 
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microgrid unavailability criterion, and evaluates PLCC of a practical resilient microgrid 

in the islanded mode of operation. However, no solution is provided in the paper on how 

to calculate PLCC of an islanded microgrid for a specific reliability criterion. 

2.1.3 Existing Microgrid Control & Management methods 

Master-slave control is a typical control method of microgrids and discussed in 

many research articles. It has a master converter which acts as a grid-interface converter 

under grid connection mode and acts as an energy storage converter under island mode. It 

works in voltage source mode to control DC bus voltage. The rest work as slave 

converters that employ current source to participate in the power management of the 

system. This method has many advantages, to name a few— (1) it has a simple control 

structure, (2) quick response for power management and (3) robust bus voltage dynamic 

performance. However, during fault seamless transmission performance depends on 

communication and master converter [82]-[83]. Also, its reliability and scalability are 

very less. Peer-to peer control is another method for microgrid control to improve 

reliability and scalability [83]. In this method, the upstream grid and energy storage unit 

with voltage support function in the system operate in a drop mode. The system power 

balance and stability of the DC bus voltage is achieved by detecting the DC bus voltage 

signal. This is done using their own drooping curve. This helps in increasing the 

reliability of the system and the plug-and play function can also be used. However its 

disadvantage is that it has slower response to power management and also needs another 

secondary level control to improve performance of DC bus voltage. Many researchers 
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have proposed an improved method based on secondary control [84]. These methods 

have also increased the complexity of microgrid control. 

In [85], an improved master-slave control strategy based on I-∆V droop is 

proposed. It also combines the advantages of peer-to-peer control and controls seamless 

transition between grid-connected mode and islanded mode. It helps energy storage unit 

to operate under current control like conventional master-slave control during grid 

connection. It provides for a seamless transition to voltage control based on I-∆V droop 

during islanded mode of operation.  

 In [86]-[87], the communication network plays a critical role in smart microgrids. 

This is because of increment in number of renewable resources and microgeneration units 

that are being connected to microgrids. Due to this increase in number of elements of 

microgrid, the communication must be able to handle an increasing amount of data traffic 

or services requests. It should also be able to provide real-time monitoring and control 

operation of all the elements, and hence preferably switching from a centralized to a 

decentralized communication [88]. Successful evolution and penetration of smart 

microgrids requires the development of distributed communication architectures and 

protocols [89]-[90]. In [91]-[92] Multi-Agent Systems technology has been introduced 

for power system management. In this type of technology, each DER unit is considered 

as an agent. An agent is defined as a computer system that is able to perform tasks in an 

autonomous way and has capabilities to communicate with their neighbor agents. These 

agents solve problems through cooperation, coordination and negotiation. These agents 

have a drawback of not having ability to reorganize themselves. This drawback may 
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result in a lack of knowledge about the global status of the microgrid. It may also lead to 

sub-optimal resources allocation and poor management of resources and hence a less 

stable microgram ecosystem [93]. To overcome these limits, recent researches [94-97] 

use Peer-to-Peer (P2P) communication networks for microgrid environments. In these 

cases high efficiency, quality network requirements and flexibility is needed [98-100]. 

Peer-to-peer networks are developed for file and processor cycle sharing, and their 

network performance requirements are less critical [101]. Therefore, the need is to 

develop a protocol that is able to adapt to network quality performance requirements of 

Smart Microgrids. However, performance of the communications network layer is not 

extensively covered by research papers, although it is an important component for new 

Smart Microgrids. In this paper [102] a new decentralized communication infrastructure 

and a new protocol for microgrid monitoring and control is proposed. All the agents 

interact over Peer-to-Peer (P2P) overlay network for a better and smarter microgrid.  

 

2.2 Research Motivation 

From the reviewed literature, some limitations were observed in microgrid control 

technology. At first, most papers consider the microgrid system to be noise free. 

However, this is not true in real-time applications. Lots of fluctuations and malfunctions 

occur due to noise from different microgrid networks, its environment and location. Also, 

communication between different agents also has some amount of noise interference 

which affects overall power, frequency and voltage quality. To overcome this 

shortcoming, consensus based approach has been analyzed for grid-connected mode. For 
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islanded mode, consensus based approach has been analyzed with reactive power 

compensation using STATCOM controller. Also, droop control and VSG control strategy 

have been studied and compared in various literatures. However, including noise with 

VSG technology has not been researched thoroughly. This dissertation makes an effort in 

analyzing this segment of microgrids for a stable and more resilient system. It does so by 

comparing 4 different algorithms. For active power, Lagrange method and PSO algorithm 

have been compared for grid-connected microgrid. For reactive power compensation and 

in isolated mode, Lagrange method, Firefly algorithm, and Artificial Bee Colony 

algorithm have been compared.  
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Chapter 3. Economic Dispatch and Consensus based algorithm 

3.1 Problem Formulation for Economic Dispatch 

Economic Dispatch is an optimization problem used to minimize the cost of the 

system. It is one of the important problem in the field of power systems. While finding 

minimum cost of the system, all the constraints (both equality constraints and inequality 

constraints) of the system are taken into consideration. Many methods have been used to 

solve economic dispatch problem, most commonly by quadratic convex function [1], [2]. 

In [3] and [4] Lagrangian relaxation technique and quadratic programming has been used 

respectively. Consensus based algorithms have been studied widely by ensuring the equal 

increment cost criterion [5]-[8]. To minimize the total cost, both economic dispatch and 

demand side management problems were solved [9]-[15]. For future work, mixed integer 

programming will be analyzed to solve economic dispatch problem. The conventional 

economic dispatch problem assumes that the system/microgrids are noiseless. 

3.1.1 Lagrange method 

The Lagrange method is used to define the economic dispatch problem for grid-

connected microgrid. First, the objective function of the microgrid is defined. This 

function is most commonly used in solving economic dispatch problems. Considering i 

(1, 2, 3,…, n) units of generation in a microgrid system, the cost of a generator can be 
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defined in terms of a quadratic equation. The units’ cost function is described in the 

quadratic equation (1a). Ploss has been assumed as 7% of the total load. 

 

∑ 𝐶𝑖𝑃𝑖
𝑛
𝑖=1 = ∑ 𝑎𝑖𝑃𝑖

2 + 𝑏𝑖𝑃𝑖 + 𝑐𝑖
𝑛
𝑖=1                        (1a) 

For economic dispatch problem, we want to minimize the generation cost of the 

microgrid. Equation (1a) becomes: 

min ∑ 𝐶𝑖𝑃𝑖
𝑛
𝑖=1 = 𝑚𝑖𝑛 ∑ 𝑎𝑖𝑃𝑖

2 + 𝑏𝑖𝑃𝑖 + 𝑐𝑖
𝑛
𝑖=1               (1b) 

Also, total power output of generator can be defined as: 

∑ 𝑃𝑖
𝑛
𝑖=1 = 𝑃𝐷 + 𝑃𝑙𝑜𝑠𝑠 , for 𝑃𝑖

𝑚𝑖𝑛 < 𝑃𝑖 < 𝑃𝑖
𝑚𝑎𝑥              (1c) 

Where, 𝑃𝐷 is the total load and 𝑃𝑙𝑜𝑠𝑠 are the losses incurred during transmission of power 

from generation units to the loads. 𝑃𝑖
𝑚𝑖𝑛 is the minimum generation limit of generator i 

and 𝑃𝑖
𝑚𝑎𝑥 is the maximum generation limit of generator i. 

 

To formulate the Lagrangian function, equation (1a), (1b) and (1c) becomes: 

L(P1, P2,…Pn) = ∑ 𝐶𝑖𝑃𝑖
𝑛
𝑖=1 + 𝜆(𝑃𝐷 + 𝑃𝑙𝑜𝑠𝑠 − ∑ 𝑃𝑖)

𝑛
𝑖=1  + ∑ 𝑢𝑥(𝑃𝑖 − 𝑃𝑖

𝑚𝑎𝑥)𝑛
𝑖=1  + 

∑ 𝑢𝑦(𝑃𝑖
𝑚𝑖𝑛 − 𝑃𝑖)𝑛

𝑖=1                 (2) 

 

To find a solution of the above economic dispatch problem, incremental cost (IC1, 

IC2,…, ICn) for each generator should be calculated. To find the minimized cost of the 

microgrid, these incremental cost for different generators should be equal to each other, 

i.e.,  

IC1 = IC2 = … = ICn    
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Solution to this problem, is most commonly used solution: 

 

𝜆𝑖 = 
𝜕𝐶𝑖𝑃𝑖

𝜕𝑃𝑖
 = 2𝑎𝑖𝑃𝑖 + 𝑏𝑖 = 𝜆*             𝑃𝑖

𝑚𝑖𝑛 < 𝑃𝑖 < 𝑃𝑖
𝑚𝑎𝑥 

 

𝜆𝑖 = 
𝜕𝐶𝑖𝑃𝑖

𝜕𝑃𝑖
 = 2𝑎𝑖𝑃𝑖 + 𝑏𝑖 < 𝜆*            𝑃𝑖 = 𝑃𝑖

𝑚𝑎𝑥 

 

𝜆𝑖 = 
𝜕𝐶𝑖𝑃𝑖

𝜕𝑃𝑖
 = 2𝑎𝑖𝑃𝑖 + 𝑏𝑖 > 𝜆*            𝑃𝑖 = 𝑃𝑖

𝑚𝑖𝑛            (3) 

 

    So, the economic dispatch problem has to take into account generation limits 

for each generator to find an economic dispatch schedule for the microgrid. If there are 

no equality or inequality constraints to be considered for the generators, then it is fairly 

easy to solve economic dispatch problem. However, most of the problems have some 

constraints that need to be considered while solving economic dispatch problem for 

microgrids. The above equations provided are the basic problem formulation for any 

economic dispatch related problems and have been used for this dissertation’s 

calculations as well.  

 

3.1.2 Particle Swarm Optimization (PSO) algorithm 

Particle Swarm Optimization is a computational method that was inspired by the 

movement of bird flocks and other organisms/particles by Kennedy, Eberhart, and Shi 

[144]. It is a population-based optimization tool in which particles change position by 

taking into account their velocity, their own experience, and the experience of their 

neighboring particles. The position and velocity of particle j in N-dimensional space are 

represented as aj = (aj1,aj2,…ajN) and bi = (bj1,bj2,…bjN). The best position for this particle 

can be represented as Abestj = (𝑎𝑗1
𝐴 , 𝑎𝑗2

𝐴 , … 𝑎𝑗𝑁
𝐴 ). Best position for the neighboring particle 



 

20 

can be represented as Bbest = (𝑎1
𝐵 , 𝑎2

𝐵 , … 𝑎𝑁
𝐵 ). New modified position and velocity can 

be formulated as: 

𝑏𝑗𝑁
𝑘+1 = ξ. 𝑏𝑗𝑁

𝑘  + m1r1 *(AbestjN - 𝑎𝑗𝑁
𝑘 ) + m2r2 *(BbestN - 𝑎𝑗𝑁

𝑘 ) 

and, 𝑎𝑗𝑁
𝑘+1 = 𝑎𝑗𝑁

𝑘 + 𝑏𝑗𝑁
𝑘+1             (4) 

Where  

 

k number of iterations 

ξ inertia weight factor 

m1, m2 acceleration constant 

r1, r2 Random number within range [0,1] 

 Inertia weight factor and acceleration constant affect the performance 

abundantly. The weight factor provides the required momentum for particles to move 

around in N-dimensional space. The acceleration constant signifies the weight of 

stochastic acceleration terms that help in pulling all particles towards Abestj and Bbest 

positions. This algorithm is used iteratively to find convergence in optimal dispatch 

solutions. The best incremental cost is determined using this method which is then sent to 

the agents to either accept or modify the output power of generators to minimize the 

effect of noise on system parameters’ fluctuations. 

 

3.1.3 Firefly algorithm (FA) 

To solve holistic optimization problems, Xin-She Yang [145] developed the 

Firefly Algorithm. FA was created in response to firefly flashing activity. The 

algorithm introduces the following three ideal rules [145]: One firefly is drawn to another 



 

21 

firefly regardless of its gender because: 1) all fireflies are considered unisex; 2) 

attractiveness is inversely correlated to light brightness; thus, for any two fireflies that are 

flashing, the less bright one will always move toward the more bright fly; and 3) a 

firefly's brightness is dependent on the outlook of the objective function. The brightness 

for maximizing problems can simply be proportional to the objective or fitness function's 

value. Two principles of the firefly algorithm are: (1) The variation in light intensity; (2) 

How attraction is established/formulated. We are free to presume that a firefly's attraction 

is influenced by its brightness. Fig. 3.1 flowchart showcases incorporation of Firefly 

Algorithm for economic dispatch problem. 
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Fig. 3.1 Flowchart for ED solution using FA 

 

3.1.4 Artificial Bee Colony (ABC) algorithm  

Artificial Bee Colony (ABC) method is an optimization technique that replicates 

honey bee foraging behavior. It has been effectively used to solve several real-world 
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issues. Developed by Karaboga in 2005 [146], ABC is a member of the class of swarm 

intelligence algorithms. 

A group of honey bees known as a swarm can work together to complete tasks 

successfully. There are three different kinds of bees considered in this algorithm: 

employed bees, observer bees, and scout bees [146]. The employed bees look for food 

nearby the food source in their memories while also informing the observer bees about 

the food sources. The observer bees’ job is to select the food source with greater quality 

i.e. fitness. The scout bees have originated from a few employed bees. These are those 

employed bees that leave their food sources and look for new ones. The employed bees 

make up the first half of the swarm in the ABC algorithm, and the onlooker bees make up 

the other half. 

The number of solutions in the swarm is equal to the number of employed or 

onlooker bees. The ABC algorithm creates an initial population of SN solutions (food 

sources). These are spread randomly. SN stands for swarm number. ABC algorithms’ 

steps are described as follows [146]: 

Step 1: Initialization Step. It generates a solution for a distributed population of a source 

of food. It is randomly generated and represented by swarm size. The following equation 

is the i
th

 solution for a swarm for dimension size of n. 

Si = {S1, S2, S3,…, Sn} ; n = dimension size.                   (5) 

Step 2: Employed bee stage. Every employed bee visits a food source during the 

employed bee phase and creates a neighboring food source close to the chosen food 



 

24 

source. Employed bees conduct a search (around each food source) to find a new 

solution. 

Xik = Sik + u(Sik - Sjk)                 (6) 

Where Xj = candidate solution selected randomly, 

k = random dimension index Є (1,2, …, n), 

u = random number Є [-1, 1]. 

Step 3: Onlooker bee stage. It is based on a probability value. The food source is chosen 

by the onlooker bee. The following formula is used to determine the likelihood that 

onlooker bees would choose a food source: 

𝑝𝑖 =  
𝑓𝑖𝑡𝑛𝑒𝑠𝑠𝑖

∑ 𝑓𝑖𝑡𝑛𝑒𝑠𝑠𝑖
𝐹𝑝
𝑖=1

                (7) 

Where pi = probability for food source selection, 

 Fp = total food-source positions, 

fitnessi = fitness value for solution i. 

Step 4: Scout bee stage. In case of step 2 and step 3 bee phases, if a food supply is not 

improved for a defined number of trials, the employed bee linked with that food source 

changes to scout bee status. The scout bee is then used to discover a fresh food supply. 

 

3.2 Consensus-based Economic Dispatch for noiseless communication  

  In this section, the approach introduced in [28] is explained. The communication 

link for the microgrid is defined. There is an agent corresponding to each generator unit, 

which collects information from their respective units. This information is processed by a 

specific agent. All the agents in the communication system are also connected to each 

other. Since, our grid-connected mode microgrid has 4 generation units, we have 4 agents 
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in total, and each connected to their specified unit. The information collected and 

processed by the agents is exchanged between each other. This exchange helps provide 

information regarding the present status of each unit. This information is used to change 

the output power from each unit (while keeping their constraints in check), to minimize 

the total cost of the microgrid system. Noise from the components, surroundings, 

electric/magnetic interference is some of the reasons assumed in this analysis. Noise 

accumulated due to communication between units as well as between units and agents 

has been included in this approach. They have been modeled as Gaussian noise [103]. 

Communication links can be selected as c12, c21, c23, c32, c34, c43. Blackouts or incorrect 

departures from optimal economic dispatch might come from additive noise corrupting 

the communication lines between DGs. The consensus-based ED solution incorporates 

the post-iterate averaging technique specifically to handle these circumstances.  

  When the error norm converges to 0.05, the Monte-Carlo simulation comes to an 

end. IT confirms the effectiveness of this proposed algorithm. The noise variance values 

have been taken by authors’ choice and should always have a value greater than 0.  

  Corresponding incremental cost of each unit is calculated by their respective 

agent and then exchanged with each other. Set point of output power is calculated based 

on the information and is sent to their respective generation units. Accordingly, the units 

change their power generation to have equal incremental cost to solve the economic 

dispatch problem. This leads to overall minimization of microgrid cost. 

[28] has formulated this approach as follows: 

X[k+1] = X[k] +µ[k][M x[k] + WD[k]] 
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M = -H´GH 

W = H´G 

H = H2-H1                                       (8) 

H1 = 
|

|

0 1 0 0
1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
0 0 1 0

|

|
 

      

 

H2 = 
|

|

1 0 0 0
0 1 0 0
0 1 0 0
0 0 1 0
0 0 1 0
0 0 0 1

|

|
   ; H =  

|

|

1 −1 0 0
−1 1 0 0
0 1 −1 0
0 −1 1 0
0 0 1 −1
0 0 −1 1

|

|
  = H2 - H1 

 

G (small noise) = diag [0.2  0.2  0.2  0.2  0.2  0.2] 

G (medium noise) = diag [0.5  0.5  0.5  0.5  0.5  0.5] 

G (large noise) = diag [0.8  0.8  0.8  0.8  0.8  0.8] 

For 3 generating units, the following matrices have been used for calculations: 

H1 = |
0 1 0
1 0 1
0 1 0

|  

H2 = |
1 0 0
0 1 0
0 0 1

|; H =  |
1 −1 0

−1 1 −1
0 −1 1

|  = H2 - H1 

G (small noise) = diag [0.2  0.2  0.2] 

G (medium noise) = diag [0.5  0.5  0.5] 

G (large noise) = diag [0.8  0.8  0.8] 
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Similarly, M and W can be calculated using the formula given above. 

  Next step is to average the incremental costs of all the units in order to reduce the 

effects of noise. This will result in a more resilient and stable microgrid devoid of any 

(lesser) communication noise. 

Xavg[k+1] = 
1

𝑘+1
 ∑ 𝑋[𝑗]𝑘+1

𝑗=1  

    = 
1

𝑘+1
 ∑ 𝑥[𝑗]𝑘

𝑗=1 + 𝑋[𝑘 + 1] 

    = Xavg[k] - 
1

𝑘+1
 Xavg[k] + 

1

𝑘+1
 X[k+1] 

                         (9) 

From (8) and (9), the noiseless economic dispatch approach is concluded as: 

X[k+1] = X[k] + µ[k][M x[k] + WD[k]] 

Xavg[k+1] = Xavg[k] + 
1

𝑘+1
[X[k+1] - Xavg[k]]               (10) 

The step size satisfies the following conditions: μ[k] ≥ 0, μ[k] → 0 as k → ∞. The 

step size is taken as 0.67 using brute-force method. This method is iterative in nature and 

an estimate is made using the step size, which is then averaged in later stages to reduce 

the effect of noise. The consensus problem is solved iteratively for each step size. The 

flowchart for the consensus-based economic dispatch algorithm is shown in Fig. 3.2 

below. 
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Fig. 3.2 Algorithm Flowchart 

 

3.3 Numerical Simulations  

 The grid-connected microgrid is analyzed under 4 different conditions. Initially 

the microgrid is studied when there is no noise in the system. The economic dispatch 

algorithm provided in the previous section is tested to see the performance of the system 

in absence of noise. In the second condition, noise of variance 0.2 is introduced in the 

system, and the performance is observed. During the third condition, noise variance is 
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increased to 0.5 and for the final condition, the noise variance is set to 0.8. The 

performance of the microgrid under different noise conditions has been analyzed using 

MATLAB. The microgrid under analysis for this paper consists of 4 generator units. It is 

in grid-connected mode and has a solar/Photovoltaic (PV) generator, wind generator and 

2 coal-based generator units. The units’ cost function is described in the quadratic 

equation (1a). Ploss has been assumed as 7% of the total load. Cost-coefficients, minimum 

and maximum power generation limits of the units are provided in the table below. 

Although, Pmin should be 0 for Unit 1 and Unit 2 (PV units), the values are non-zero to 

accommodate consistency of data procured. These minimum values do not affect the 

overall calculations for the system. 

TABLE 3.1 List of parameters for generators 

Unit Pmin (kW) Pmax (kW) a b c 

1 4 18 0.070 2.15 56 

2 8 40 0.080 1.15 50 

3 5 25 0.070 3.3 41 

4 5 40 0.056 3.4 36 

 
 In all the cases, power output of the 4 generator units tries to maintain its optimal 

dispatch schedule with the introduction of different noise levels. In the end, a comparison 

has been made to show how the system stabilizes the incremental cost under various 

noise conditions. 
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Fig. 3.3 Output power of generator units in kW without noise 

  Fig. 3.3 shows varying power output of the 4 generator units under 60 sec period. 

This case is simulated under noise free conditions. It takes around 15 sec for the system 

to reach a constant generating power output for high noise variance. 

 
Fig. 3.4 Output power of generator units in kW with 0.2 noise variance 

 

Fig. 3.5 Output power of generator units in kW with 0.5 noise variance 
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Fig. 3.6 Output power of generator units in kW with 0.8 noise variance 

  Fig. 3.4, 3.5 and 3.6 shows output during some noise variance. In this study, we 

have considered small (variance of 0.2), medium (variance of 0.5) and large (variance of 

0.8) noise levels to simulate the system and observe its behavioral pattern for the chosen 

consensus-based algorithm. Due to less stability of the system for higher noise levels, the 

economic dispatch solution changes and is not as stable as observed for higher noise level 

of 0.8 variance. In all the figures below, it is visible that the system takes a couple of 

seconds to reach a constant value. As seen from the graphs, the output power reaches a 

constant value after sometime. For 0.8 noise variance, the output power takes a dip before 

reaching constant value. This dip is due to higher noise in the system which leads to more 

instability and provides a more undesired result. 

  The higher the noise, the more time it is taken by the system to reach to the 

desired value. For noise variance of 0.2, the system takes about 20 sec to reach its desired 

output. For 0.5 noise variance, it takes around 25 sec and 45 sec for 0.8 noise variance. 
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Fig. 3.7 Incremental Cost (IC) of generator units without noise 

 

Fig. 3.8 Incremental Cost (IC) of generator units with 0.2 noise variance 

 

Fig. 3.9 Incremental Cost (IC) of generator units with 0.5 noise variance 
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Fig. 3.10 Incremental Cost (IC) of generator units with 0.8 noise variance 

  Fig. (3.7), (3.8), (3.9) and (3.10) show incremental costs of the 4 generator units 

for no noise condition, noise variance of 0.2, 0.5, and 0.8 respectively. During no noise 

condition, the algorithm helps set the incremental cost of all the generator units at a faster 

pace. With increase in noise variance, it takes time to reach to consensus. For higher 

noise levels, as seen in Fig. 3.10, it was difficult to achieve consensus and the system still 

has some instability. But for smaller and medium noise levels, the algorithm worked 

effectively in weeding out noise in the system. The average incremental cost ($/kWh) 

comes out to be around 6 as seen from the graphs, which is close to the values calculated 

manually. 

3.4 Discussions  

This proposed algorithm was used to analyze the behavior of microgrid during 

grid-connected mode. The microgrid shows good response during less and medium noise 

level. It brings the system close to its set point for incremental cost in less time. However, 

it was observed that it took longer for the system to reach its set point for noise levels 

higher than 0.8 variance. The system oscillated around the set point value for a longer 

time and hence can be concluded that it was not stable to the desired level. Thus, this 
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economic dispatch algorithm is very good for small and medium noises as it brings 

stability to the system in a short span of time based on the case study. 
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Chapter 4. Control Strategies 

Since microgrids consist of distributed generators, it is imperative for these 

generators to communicate seamlessly with each other. This should be done with 

minimum losses and ensuring stable operation of the microgrid. With the use of 

distributed generators, instability is inherent in the system. In order to improve the power 

quality of the microgrid, a type of virtual synchronous generator (VSG) control strategy is 

introduced to control the microgrid with noiseless consensus based algorithm. The VSG 

model is based on stator voltage and rotor motion model demonstrated by deformation 

and vector decomposition of the hidden-pole synchronous generator second-order 

equation. It also introduces a STATCOM controller for reactive power management. The 

controller will help provide stability to the microgrid’s voltage, output power and phase 

angle. This will enhance the microgrid’s performance and make it a more resilient 

system. VSG strategy is also used with STATCOM to better under the reactive power 

fluctutations in the system. 

4.1 Virtual Synchronous Generator (VSG) 

The VSG control system [104] incorporates the VSG model, virtual frequency 

regulation module, virtual voltage regulation module, grid-connected control module, 

SPWM modulation module and sampling calculation module. It is responsible for 
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simulating the system's performance and determining its optimal power output, the 

Frequency Regulation Module, which adjusts the frequency of the output power to match 

that of the grid, the Voltage Regulation Module, which regulates the voltage of the output 

power, the grid-connected mode of Control Module, which ensures the output power is 

synchronized with the grid, the SPWM Modulation Module, which adjusts the output 

current amplitude, and the Sampling Calculation Module, which calculates the output 

power by sampling the input signal. All of the modules work together, to provide a 

reliable and secure electricity management system as shown in Fig. 4.1. 

 

Fig. 4.1 VSG control strategy block diagram 

Traditional SG rotation has large moment of inertia and output inductance, and the 

control method is also mature. Therefore, by simulating the external characteristics of 

the microgrid into a SG, the microgrid power supply is equivalent to the prime mover. 
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Electric energy generated by the distributed resources is supplied to the load through the 

inverter module and the filter module of the microgrid inverter, and the remaining 

electric energy is stored by the energy storage system. 

The second-order equation modeling of the SG is presented in [96], which 

contains stator voltage equation and rotor motion equation. Stator voltage model is given 

in figure 4.2 below: 

 

Fig.4.2 Stator voltage model 

 

Stator voltage equation: 

U̇refabc =  Ė −  ∆U̇̇             (11) 

The synchronous generator stator current is equivalent to output current I0 of the inverter; 

ra and Xd are VSG armature resistance and synchronous reactance respectively. For 

(ra+jXd) and Io vector multiplication is performed to obtain ΔU.  E is corrected by 
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deviation to get Urefabc, and the subsequent SPWM modulation module generates a 

corresponding control signal in accordance with Urefabc. 

 

Fig.4.3 Rotor motion model 

Fig. 4.3 shows that rotor motion model increases system stability. It does so by addition 

of J and D when Pm and Pe do not match.   dθ is the correction angle of grid connection 

control module. 

For the rotor motion model: 

∆𝜔 =  
1

𝐽
∫(

𝑃𝑚−𝑃𝑒

𝜔
− 𝐷∆𝜔) 𝑑𝑡              (12) 

𝜔 =  ∆𝜔 + 𝜔𝑁              (13) 

 

 

 

 

    Fig. 4.4 Frequency regulation module 

  The frequency deviation, Δf is sent to Judger1. Judger1 decides whether to send it 

to the next stage regulator or ignore the difference according to the interval in which the 

difference is located. The frequency regulation module as shown in Fig. 4.4 controls the 
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primary frequency regulation according to the VSG power-frequency coefficient kP, the 

secondary frequency regulation is simulated by PI1. System frequency stability is 

maintained by the Synchronous Generator through primary frequency regulation and 

secondary frequency regulation. The secondary frequency regulation is realized in the 

frequency regulation unit. If the effect of the frequency regulation isn’t sufficient, we can 

switch to the secondary frequency regulation. 

  The inputs to  the v o l t a g e  r e g u l a t i o n  module i n  F i g .  4 . 5  are 

reference reactive power Qref and VSG control output reactive power Qo. The 

difference is multiplied by the voltage-reactive coefficient kU to get reactive power 

adjustment electromotive force ΔE1. The difference value between effective value of the 

capacitor voltage Uc in filter module and the reference voltage Uref is converted into an 

amplitude to obtain the machine terminal voltage adjustment electromotive force ΔE2. 

Eref is the reference electromotive force when the VSG operates in no-load mode, dE 

is the corrected electromotive force of the grid-connected control. 

 

Fig. 4.5 Voltage regulation module 
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Figure 4.6 Grid control module 

The U-Q curve is as follows: 

U – USGref = kSGU (QSGref - Q)             (14) 

 The grid-connected control module with voltage phase angle dual feedback is 

shown in Fig. 4.6. When the step signal SS is changes from 0 to 1, pre-synchronization is 

performed by  the grid-connected control module. The difference between voltage phase 

angles φg and φV is sent to the PI3 regulator and Judger4. The value sent by the PI3 is sent 

to the rotor motion model as dθ. Judger4 decides the subsequent input value in accordance 

with the interval where the difference is located. The difference between  |𝑈𝑔̇|    and Uamp 

is sent to the PI2 ,which is a regulator and Judger3. The value from the PI2 is sent back to 

the virtual voltage    regulator module as dE. Judger3 selects the subsequent input value 

according to the interval where the difference is located, similar to Judger4. In terms of 

frequency, it is judged according to the difference between the two sides. The pre-
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synchronization phase ends, when all three Judgers are selected as 1, and switch  signal is 

changed from 0 to 1. 

  The microgrid inverter module is a three-phase full-control bridge structure, and 

the filter module is an LCL structure, system parameters are shown in Table II. 

TABLE 4.1 List of LCL structure components 

Components Values Components Values 

L1 6 mH Kp , kU 800kW/Hz, 0.8Hz/kVar 

L2 1.5 mH PWM freq 25kHz 

C 6 micro-F P at constant load 10kW 

J 0.15kg.m
2
 Q at constant load 8kVar 

ra 0.05 ohm P variable 5kW 

Xd 0.05H Q variable 3 kVar 

 

 

4.1.1 Numerical Simulations 

The grid-connected microgrid is analyzed under 4 different conditions. Initially 

the microgrid is studied when there is no noise in the system. The economic dispatch 

algorithm provided in the previous section is tested to see the performance of the system 

in absence of noise. In the second condition, noise of variance 0.2 is introduced in the 

system, and the performance is observed. During the third condition, noise variance is 

increased to 0.5 and for the final condition; the noise variance is set to 0.8. The 

performance of the microgrid under different noise conditions with and without VSG 

control strategy has been analyzed using MATLAB. In all the cases, power output of the 

4 generator units tries to maintain its optimal dispatch schedule with the introduction of 
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different noise levels. In the end, a comparison has been made to show how the system 

stabilizes the incremental cost under various noise conditions. Fig. 4.7 shows varying 

power output of the 4 generator units under 60 sec period without VSG. This case is 

simulated under noise free conditions. It takes around 20 sec for the system to reach a 

constant generating power output for high noise variance. Fig. 4.8 shows varying power 

output of the 4 generator units under 60 sec period with VSG which takes about 5 sec less 

to reach constant output power for the system. 

 

Fig. 4.7 Output power of generator units in kW without noise and VSG 

 

Fig. 4.8 Output power of generator units in kW without noise with VSG 

  Fig. 4.9, Fig. 4.10 and Fig. 4.11 shows output during some noise variance. In this 

study, we have considered small (variance of 0.2), medium (variance of 0.5) and large 
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(variance of 0.8) noise levels to simulate the system and observe its behavioral pattern for 

the chosen consensus-based algorithm. Due to less stability of the system for higher noise 

levels, the economic dispatch solution changes and is not as stable as observed for lesser 

noise levels. In all the figures below, it is visible that the system takes a couple of 

seconds to reach a constant value. 

 

Fig. 4.9 Output power of generator units in kW with 0.2 noise variance without VSG 

 

Fig. 4.10 Output power of generator units in kW with 0.5 noise variance without VSG 
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Fig.  4.11 Output power of generator units in kW with 0.8 noise variance without VSG 

  The higher the noise, the more time it is taken by the system to reach to the 

desired value. For noise variance of 0.2, the system takes about 20 sec to reach its desired 

output. For 0.5 noise variance, it takes around 25 sec and 45 sec for 0.8 noise variance. 

  During no noise condition, the algorithm helps set the incremental cost of all the 

generator units at a faster pace. With increase in noise variance, it takes time to reach to 

consensus. But for smaller and medium noise levels, the algorithm worked effectively in 

weeding out noise in the system. 

 

Fig. 4.12 Output power of generator units in kW with all noise variance with VSG 
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  Fig. 4.12 shows varying power output of the 4 generator units under 60 sec period 

with VSG for all noise variance which takes about 5-10 sec less (compared to without 

VSG strategy) to reach constant output power for the system. It takes about 5 sec lesser 

for low and medium level noise and about 10 sec for higher noise variances. The average 

incremental cost ($/kWh) comes out to be around 5.91 as seen from the graphs, which is 

close to the values calculated manually. 

  From Fig. 4.13 and 4.14 it can be seen that with VSG strategy generator units 

with higher noise level stabilize quicker. It takes on an average 0.45 sec for the system to 

stabilize with high noise level. This average time decreases with decrease in noise level. 

Also, in Fig. 4.15 and Fig. 4.16 it was observed that with load change the system is more 

stable and reaches its maximum limit faster with VSG strategy. The system oscillates 

more and has more THD without VSG as observed from Fig. 4.15. 

 

Fig. 4.13 Comparison of frequency change of generator units with 0.8 noise variance without VSG 
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Fig. 4.14 Comparison of frequency change of generator units with 0.8 noise variance with VSG 

 

Fig. 4.15 Comparison of maximum power of generator units with 0.8 noise variance and load change 

without VSG 

 

Fig. 4.16 Comparison of maximum power of units with 0.8 noise variance and load change with VSG 
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4.2 Reactive Power Compensation and STATCOM controller 

Most cases consider only active power stability during analysis. However, it is 

necessary to include reactive power in the analysis to provide an overall stability to the 

system. Reactive power irregularities are an important factor to be considered. [97]- [100] 

have used different methods to solve economic dispatch problem. [101]-[104] study 

consensus based algorithm. Demand side management has been introduced and studied in 

[105]-[111]. Effects of noise have been considered in [112]-[115]. Distributed approach 

i.e. central controller is not used in [116]-[121] to solve the economic dispatch problem. 

FACTS devices have been predominantly used to provide compensation for voltage and 

phase angle instability [122]. This instability in the system could be due to load 

fluctuations or inherent noise in the system. STATCOMs are one of the commonly used 

devices for this purpose amongst many others. This dissertation uses STATCOM based 

controller to provide voltage and phase angle stability to the islanded microgrid during 

different noise conditions in a short span of time. STATCOM uses voltage source 

converter to provide shunt compensation in the microgrid system [123]. Another 

advantage is that it provides less damping, low harmonics, better response and improved 

voltage profile in the system [124]. 

STATCOM is also known as static synchronous compensator/condenser. It is a 

device famously used for voltage regulation. It is a part of FACTS (flexible alternating 

current transmission system) family used to increase power transfer capability and 

improved controllability of the transmission system. It does so by supplying reactive 
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power to the microgrid. A PI (proportional integral) controller is used in conjunction with 

the STATCOM. PI controller helps reduce voltage flicker in the system [125-127]. 

 Although static var compensation can also be used for voltage stability, 

STATCOM has better characteristics because it exhibits constant current characteristic 

during voltage lower than its predefined low limit. STATCOM’s are expensive than static 

var compensation but have low harmonics and faster response. Fig. 4.17 provides the 

model of STATCOM with PI controller [134-135]. α is the angle of output voltage. 

 

Fig. 4.17 Transfer function model of STATCOM with PI controller [126] 

The microgrid under analysis for this section consists of 3 generator units. It is in 

islanded mode and has a solar/Photovoltaic (PV) generator, wind (doubly fed induction 

generator-DFIG) generator and a steam turbine unit as shown in Fig. 4.18. Consumer 

load is assumed as a delta-connected load. STATCOM provides reactive power required 

to maintain balance in the microgrid. This balance is required due to change in PV 

generation, change in wind generator output (due to change in wind speed), reactive 

power load and inherent noise in the microgrid’s components. A balance equation for 

reactive power of the figure below is formulated. The reactive power balance equation is 

formulated using the following assumption: Reactive power is fed by the STATCOM, PV 
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system and steam turbine unit into the bus and reactive power is sent to the Consumer 

load and Wind system from the bus. 

 

Fig. 4.18 Microgrid structure including PV, Wind Generator, Steam Turbine and STATCOM Controller    

           as bus inputs and Delta connected load as output from the bus 

 

  Table III provides the parameter’s values for various generators used in this 

paper’s analysis. Cost-coefficients, minimum and maximum power generation limits of 

the units are provided below. 

TABLE 4.2 List of parameters for generators 

Unit Pmin(kW) Pmax(kW) a b c 

1 (PV) 4 18 0.070 2.15 56 

2 (Wind) 8 40 0.080 1.15 50 

3 (Steam) 5 25 0.070 3.3 41 

 

The reactive power balance equation is written as follows: 
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𝛥𝑄𝑃𝑉 + 𝛥𝑄𝑆𝑇 + 𝛥𝑄𝑆𝑇𝐴𝑇𝐶𝑂𝑀 = 𝛥𝑄𝐿 + 𝛥𝑄𝐼𝐺                              (15a) 

Change in load or noise level, changes the terminal voltage which in turn changes the 

reactive power output of the different microgrid components. This changes the output 

voltage of microgrid [126]: 

𝛥𝑉(𝑠) =
𝐾𝑣

1+𝑠𝑇𝑣
[𝛥𝑄𝑃𝑉(𝑠) + 𝛥𝑄𝑆𝑇(𝑠) + 𝛥𝑄𝑆𝑇𝐴𝑇𝐶𝑂𝑀(𝑠) − 𝛥𝑄𝐿(𝑠) − 𝛥𝑄𝐼𝐺(𝑠)]        (15b) 

Where, 

𝐾𝑣

1+𝑠𝑇𝑣
 is the derivative of different components’ reactive output power with respect to time 

and voltage. 

  The primary objective of this analysis is to make the system more stable under 

noise conditions and reduce damping in the microgrid system. Voltage stability margin is 

achieved by minimum increment in terminal voltage of the system and less damping in the 

system. Integral absolute error (IAE), Integral square error (ISE), Integral square time 

error (ISTE) are some performance indexes used to reduce overshoot, settling time, rise 

time, steady-state error of the terminal voltage. Table IV provides values of these 

parameters for PI controller used with the STATCOM. 

TABLE 4.3 Parameter values for PI controller 

System parameter PI Controller 

Kp 61 

Ki 13000 

IAE 960 

ITSE 23 

ITAE 16 
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Rise time 0.09 

Overshoot 0.02 

 

  It is anticipated that the VSG and STATCOM control strategies have same initial 

state. They are also subjected to the same disturbance and reach the steady state. The 

difference offset ratio D1-0% and the optimization percentage Dn-s% are used for 

parameter evaluation criteria. D1-0% is the ratio of difference between the parameter 

offsets under two strategies and the initial value, which represents the degree of decrease 

of new strategy offset relative  to standard strategy offset. It is given as: 

D1-0 % = 
|𝐴1𝑠− 𝐴0|−|𝐴1𝑛− 𝐴0| 

𝐴0
 × 100%                                (16)  

Dn-s% represents the parameter optimization degree of the new strategy relative to the 

standard strategy. 

Dn-s % = ±
𝐴1𝑠− 𝐴1𝑛

𝐴1𝑠
 × 100%            (17) 

where the ‘±’ is determined by the character of the specific parameter. 

4.2.1 Numerical Simulation for Lagrange method 

Initially the microgrid is studied when there is no noise in the system. The 

economic dispatch algorithm provided in the previous section along with reactive power 

compensation is tested to see the performance of the system in absence of noise. In the 

second condition, noise of variance 0.2 is introduced in the system, and the performance 

is observed. During the third condition, noise variance is increased to 0.5 and for the final 

condition, the noise variance is set to 0.8. The performance of the microgrid under 
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different noise conditions has been analyzed using MATLAB. In all the cases, power 

output of the 3 generator units tries to maintain its optimal dispatch schedule with the 

introduction of different noise levels. 

  Fig. 4.19 shows comparisons between terminal voltage of the microgrid system 

with respect to time under different noise conditions. As seen from the graph, higher noise 

variance (purple legend) is not easy to stabilize the microgrid during islanded mode, and 

takes time to stabilize itself. Reactive power compensation helps stabilize the system very 

fast for low to medium level noise. This can be also be concluded from the graph by 

looking at the red, black, and pink legends with correspond to no noise, low and medium 

noise variance respectively. For phase angle stability, it is observed that with only use of 

economic dispatch algorithm for optimal schedule, the system takes longer to stabilize 

itself. This leads to a less stable, low efficient and slow response microgrid system. With 

addition of reactive power compensation, the system gives faster response and is more 

stable. In power systems, it is important for a system to be resilient and have faster 

response because load keeps changing most of the time and is hardly ever constant. 

Hence, it is important for a system to be ready to take up these challenges and be more 

resilient. This consensus based economic dispatch algorithm in conjunction with 

STATCOM based reactive power compensation provides the necessary stability and 

resiliency. 
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Fig. 4.19 Comparison of terminal voltage for all noise conditions 

 

  Similar analysis is done when STATCOM controller is used in conjunction with 

VSG strategy to observe voltage and frequency fluctuations in the system. 

  After 0.4 seconds of stable operation of microgrid with constant load, the 

variable load is connected, and removed at 0.7 seconds. Fig. 4.20 – Fig. 4.24 is a   

comparison diagram of output voltage, system frequency, output active power, and 

output reactive power of STATCOM controller with and without VSG control  strategy. 

 

Fig. 4.20 Voltage fluctuations for all noise variances with and without VSG 
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Fig. 4.21 Frequency fluctuations for all noise variances with and without VSG 

 

Fig. 4.22 Comparison of Active power for no noise 



 

55 

 

Fig. 4.23 Active power for all noise variances with and without VSG 

 

Fig. 4.24 Reactive power for all noise variances with and without VSG 

It can be seen from Fig. 4.20 that when variable load is connected, the output voltage 

under VSG control strategy drops from 300V, however the system  drops lesser as 

compared to without VSG for all noise levels. Similar observation is made from Fig. 4.21 

for frequency. 
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 The output active power is 14 kW, and the output reactive power is 10 kVar with 

VSG strategy. The output active power is 12.6kW, and the output reactive power is 

9.5kVar. 

  Table V provides difference offset ratio D 1-0 %  for both with and without VSG 

cases. From the table, it is evident that the reactive power compensation is more when 

STATCOM-VSG strategy is used for all noise variances in the system. 

Table 4.4 D 1-0 % with and without VSG cases 

Parameters Initial Value Without VSG With VSG D1-0 % 

Voltage 300 V 292 V 298 V 2 % 

Frequency 60 Hz 59.4 Hz 59.8 Hz 0.67 % 

Active Power 10 kW 13.3 kW 14 kW 7 % 

Reactive Power 8 kVar 10.5 kVar 10 kVar -6.25 % 

 

4.3 Network figure and single line diagram of system 

 Fig. 4.25 constitutes the network figure. Incremental costs from each generator 

are shared with agents. These agents share data with each other and decide if it’s the 

optimal incremental cost. If not, the information is passed on to the generator to adjust its 

output power until optimal incremental cost criterion is met. Once optimal economic 

dispatch solution is found, the total output power is sent to VSG which is then used to 

meet load demand or sent to grid to fulfill any power deficit. The use of consensus-based 

algorithm and VSG strategy helps reduce the noise effects and stabilize the microgrid. 

With the introduction of various noise levels, the power output of the four generating 
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units is observed and tries to imitate the ideal dispatch schedule in all instances. To 

demonstrate the system’s stability and the incremental cost for varied noise levels, a 

comparison has been prepared. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4.25 Network figure 

 

Single line diagram of the system is provided below in Fig. 4.26 to explain the 

system under study consisting of three generators (PV, wind turbine, and steam turbine). 

The power generated from the generators is first conditioned using consensus-based 

algorithm to include noise and load variation. This conditioned power (VI) is then sent to 

the VSG control system and PI controller-based STATCOM. This optimal active power 

and compensated reactive power is then fed to SPWM. The conditioned power is sent to 

the loads via inverter and PCC.   

Agent 1 Agent 3 Agent 2 
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G1 G2 G3 G4 

LOAD 

P1 P2 
P4 P3 
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Loss1 Loss3 Loss2 

Grid 
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Fig. 4.26 Single line diagram of system  

 

4.4 Discussions 

  It can be concluded from Fig. 4.23 that there is a shift in economic dispatch 

solution due to large variance in noise. During no noise condition, the system takes less 

than 20 sec to reach constant power output. The system takes 25 sec for 0.2 noise 

variance, around 40 sec for 0.5 noise variance and 50 sec for 0.8 noise variance to reach 

constant power output. 

The proposed consensus based algorithm for economic dispatch works well for 

islanded microgrids [93]. In this section, this proposed algorithm was used to analyze the 

behavior of microgrid during islanded A mode in conjunction with STATCOM based 

reactive power compensation. The microgrid shows good response for different noise 

levels when reactive power is compensated in the system. It brings the system close to 

constant output power in less time. However, it was observed that it took longer for the 

system to reach its desired stability without any reactive power compensation. The 
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system had more harmonics and oscillations for a longer time and hence can be said that 

it took longer to achieve stability. It can be concluded from this study, that this consensus 

based economic dispatch algorithm with reactive power compensation is very good for 

islanded microgrids during small, medium, and large variance noises. It provides 

stability, efficiency, and resiliency to the system in a short span of time based on the case 

study. 

With inclusion of VSG control strategy the system is able to stabilize much faster 

in the event of noise and load changes as seen from the results section. In islanded-mode 

of operation, the performance of VSG control strategy with STATCOM controller on 

voltage, frequency, active power, reactive power, are better than using only STACOM 

controller. 
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Chapter 5. Comparison Results of different Algorithm 

5.1 Comparison between Lagrange and PSO algorithms for active power 

Four different scenarios are used to examine the grid-connected microgrid. When 

there is no noise present in the system, the microgrid is initially evaluated. The preceding 

section's Lagrange method and PSO algorithm are evaluated to see how well it operates 

in the absence of noise. In the second scenario, the system is subjected to noise with a 

variance of 0.2, and the performance is tracked. The noise variance is raised to 0.5 for the 

third test, and it is set to 0.8 for the final condition. MATLAB has been used to examine 

how well the microgrid performs under various noise circumstances with and without the 

VSG control approach. 

 
Fig. 5.1 Comparison of generator units' output power in kW with 0.8 noise levels for Lagrange and PSO 

algorithm using VSG 
 

Fig. 5.1 compares the output power of all generating units for 0.8 noise level using the 

Lagrange method and PSO algorithm with the VSG control strategy. The resulting graph 
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shows that PSO performs better than Lagrange. With the PSO algorithm convergence 

occurs faster than the Lagrange method. For Unit 1, PSO achieves stability 3 sec earlier  

at the 27-sec mark. For unit 2, PSO performs better by 10 sec as seen from the red 

legend. For Units 3 and 4, PSO performs slightly better than the Lagrange method. The 

processing time for the PSO algorithm was 15.648 sec whereas it took 22.343 sec for the 

Lagrange method. Overall, it can be concluded that the PSO algorithm solves the 

economic dispatch problem much quicker and efficiently. 

Table VI compares the Lagrange method and PSO algorithm performance when 

used with the VSG control strategy for incremental cost criterion. For all noise variances, 

PSO performs better and provides quicker stability. For no noise conditions, PSO takes 

27.45 sec to reach optimal incremental cost whereas the Lagrange method takes about 

38.21 sec. With 0.2 noise variance, PSO takes 10 sec less than the Lagrange method to 

reach optimal incremental cost. For a medium noise variance of 0.5, PSO is faster by 

about 13 seconds and about 39 seconds faster for high noise variance of 0.8. It is 

observed from Table VI that PSO performs better for all levels of noise variance and 

takes much less time to stabilize the system. 

 
Table 5.1 Comparison of time to reach average optimal incremental cost for both methods 

Noise variance Lagrange method PSO Algorithm 

No noise 38.21 sec 27.45 sec 

0.2 variance 48 sec 38.20 sec 

0.5 variance 52.57 sec 40.19 sec 

0.8 variance 90 sec 51.85 sec 
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Table VII compares the Lagrange method and PSO algorithm performance when 

used with VSG control strategy for frequency and maximum power. For all noise 

variances PSO performs better and provides quicker stability. For 0.8 noise condition, 

PSO takes 0.2 sec to frequency stability whereas Lagrange method takes about 0.45 sec. 

Similarly, for maximum power PSO algorithm takes half the time to reach stability as 

seen from Table VII. 

 
 Table 5.2 Comparison of time to reach optimal levels of parameters for 0.8 noise variance 

Method/Algorithm Frequency (Hz) Max. Power 
(kW) 

Lagrange 0.45 sec 0.30 sec 

PSO 0.20 sec 0.15 sec 

 

5.2 Comparison between Lagrange, Firefly, and ABC algorithms for economic 

dispatch and reactive power compensation 

MATLAB is used for this study’s simulations. When there is no noise present in 

the system, the microgrid is initially evaluated. To assess how well the system performs 

in the absence of noise, the preceding section's economic dispatch algorithms are used 

coupled with reactive power compensation. The system is subjected to noise with a level 

of 0.2 variance to compare its performance. The noise level is raised to 0.5 variance 

during the third condition and to 0.8 variance during the final condition. With the 

inclusion of various noise levels, load variation at 0.3 sec is introduced in the system. 

This load varies due to changes in load demand. The output power of the three generator 

units seeks to preserve its ideal dispatch schedule in all instances. Fig. 5.2-Fig. 5.4 

compares incremental cost (IC) for the three generating units. For Lagrange method, it 
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takes about 60 s to reach the optimal IC of 6 $/kWh. Whereas in Firefly and ABC 

algorithms, it takes about 55 s and 50 s respectively, to reach the optimal value. ABC 

algorithm outperforms the two in terms of IC in islanded microgrid. 

 

Fig. 5.2 Comparison of incremental cost of units using Lagrange method with VSG-STATCOM strategy 

 

 
Fig. 5.3 Comparison of incremental cost of units using FA algorithm with VSG-STATCOM strategy 
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Fig. 5.4 Comparison of incremental cost of units using ABC algorithm with VSG-STATCOM strategy 

 

Fig. 5.5- Fig. 5.8 compares the microgrid system's voltage fluctuations with 

respect to time for the three different algorithms. The system is compared for all noise 

levels (no noise, 0.2, 0.5, and 0.8 noise variance) with and without VSG control strategy. 

It can be concluded that for all cases, the inclusion of VSG helps control the fluctuations 

much faster. In most cases, it takes about 0.85 sec to reach stability. However, it can be 

seen that the ABC algorithm (green legend) outperforms other algorithms and reaches 

stability faster in all noise variance. Also, the voltage fluctuations are observed to be low 

in ABC algorithm compared to Firefly and Lagrange methods. It is also observed that 

most units reach 300 volts faster and with fewer fluctuations when the ABC-VSG 

strategy is used (green dashed line legend). 
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Fig. 5.5 Comparison for Voltage fluctuations for no noise with and without VSG 

 

    Fig. 5.6 Comparison for Voltage fluctuations for 0.2 noise level with and without VSG 

 

Fig. 5.7 Comparison for Voltage fluctuations for 0.5 noise level with and without VSG 
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Fig. 5.8 Comparison for Voltage fluctuations for 0.8 noise level with and without VSG 

 

A similar conclusion can be drawn for frequency fluctuations from Fig. 5.9-Fig. 

5.12. The average time taken to reach 60 Hz frequency is about 0.75 sec in ABC 

algorithm when used with VSG for all noise variances. For other cases, the time taken to 

reach a stable value of 60Hz is more as seen from the graphs. Moreover, the frequency 

fluctuations are less for ABC-VSG strategy (green dashed line legend). 

 

 
Fig. 5.9 Comparison for Frequency fluctuations for no noise condition with and without VSG 
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Fig. 5.10 Comparison for Frequency fluctuations for 0.2 noise level with and without VSG 

 

Fig. 5.11 Comparison for Frequency fluctuations for 0.5 noise level with and without VSG 

 

Fig. 5.12 Comparison for Frequency fluctuations for 0.8 noise level with and without VSG 
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Fig. 5.13 compares the microgrid system's active power fluctuations with respect 

to time using Lagrange method. It is observed that there is more fluctuation in the system 

with higher noise variance. But the addition of VSG technology helps in better transition 

and much smoother functioning of the system. On average, it takes about 0.9 sec for the 

system to stabilize. Similarly, it is observed from Fig. 50, a high noise level makes it 

difficult to stabilize the islanded microgrid for the Firefly algorithm and takes about 1 sec 

for most cases. Again VSG performs better with this algorithm. ABC algorithm’s 

performance is shown in Fig. 51. It can lower fluctuations for all noise variances at a 

faster rate of about 0.7 sec on average than other algorithms. It also performs better when 

used with the VSG control strategy. 

 

Fig. 5.13 Active power for all noise variances with and without VSG for Lagrange method 
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Fig. 5.14 Active power for all noise variances with and without VSG for Firefly algorithm 

 

Fig. 5.15 Active power for all noise variances with and without VSG for ABC algorithm 

 

Fig. 5.16 Reactive power for all noise variances with and without VSG for Lagrange method 
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Fig. 5.17 Reactive power for all noise variances with and without VSG for Firefly algorithm 

 

Fig. 5.18 Reactive power for all noise variances with and without VSG for ABC algorithm 

Fig. 5.16 – Fig. 5.18 compares the reactive power response for all algorithms and 

it can be concluded that with higher noise variances, it gets difficult to manage reactive 

power compensation. However, with the STATCOM-VSG strategy, compensation 

performance increases in all three algorithms. It is observed that Lagrange and ABC 

methods work slightly better than the Firefly algorithm. It takes less than 1 sec to 

compensate for reactive power in Lagrange and ABC algorithms. As seen from Fig. 53, it 

will take more than 1 sec for the system to compensate optimal reactive power value of 8 
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kVar for Firefly algorithm. In all cases, it was observed that the ABC algorithm response 

rate is higher than Lagrange and Firefly algorithms. 

Table VIII provides the initial values to calculate the difference offset ratio for 

Lagrange formulation. As demonstrated in Fig. 5.5-5.8, the output voltage under the VSG 

control strategy decreases from 300 volts when a variable load is attached, but the 

voltage fluctuates less with the VSG-STATCOM strategy for all noise levels. A similar 

finding for frequency is drawn from Fig. 5.9-5.12 for frequency. With the VSG strategy, 

the output active power is 14 kW, and the output reactive power is 10 kVar. The 

differential offset ratio D 1-0% for different algorithms is shown in Table VIII-X for both 

scenarios with and without VSG. The tables’ results show that using the STATCOM-

VSG technique for all system noise variations results in greater reactive power 

compensation. The difference offset ratio for voltage is 2% in Lagrange method, 0.83% 

in Firefly algorithm, and 0.5% in ABC algorithm. For frequency parameter, it is 0.67% in 

Lagrange, 0.33% in Firefly, and 0.13% in ABC algorithm. Similarly, for active and 

reactive power the difference offset ratio is the least in ABC algorithm and highest in 

Lagrange method. Settling time of 0.79 s is found to be least in ABC algorithm. Firefly 

algorithm settles at 0.92 s whereas Lagrange method settles at 0.9 s. Settling time is 

observed to be lesser with VSG strategy. Similarly, maximum overshoot is least for ABC 

algorithm with a value of 12.8 kW. Hence, it can be ascertained that the difference offset 

ratio for various parameters is found to be the least in the Artificial Bee Colony 

algorithm. Thus, it provides a much more secure, stable, cost-effective, and efficient 

functionality for microgrids. 
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Table 5.3 Difference offset ratio for Lagrange method 

Parameters Initial Value Without VSG With VSG D1-0 % 

Voltage 300 V 292 V 298 V 2 % 

Frequency 60 Hz 59.4 Hz 59.8 Hz 0.67 % 

Active Power 10 kW 13.3 kW 14 kW 7 % 

Reactive Power 8 kVar 10.5 kVar 10 kVar -6.25 % 

Settling time (Power) - 0.95 s 0.9 s - 

Max. Overshoot (Power) - 14.8 kW 14.4 kW - 

 
Table 5.4 Difference offset ratio for Firefly algorithm 

Parameters Initial Value Without VSG With VSG D1-0 % 

Voltage 300 V 296 V 298.5 V 0.83 % 

Frequency 60 Hz 59.75 Hz 59.95 Hz 0.33 % 

Active Power 10 kW 13.5 kW 14 kW 5 % 

Reactive Power 8 kVar 11.1 kVar 10.7 kVar -5 % 

Settling time (Power) - 0.98 s 0.92 s - 

Max. Overshoot (Power) - 14.9 kW 14.5 kW - 

 
Table 5.5 Difference offset ratio for ABC algorithm 

Parameters Initial Value Without VSG With VSG D1-0 % 

Voltage 300 V 298 V 299.5 V 0.5 % 

Frequency 60 Hz 59.9 Hz 59.98 Hz 0.13 % 

Active Power 10 kW 13.85 kW 14.25 kW 4 % 

Reactive Power 8 kVar 11.5 kVar 11.2 kVar -3.75 % 

Settling time (Power) - 0.86 s 0.79 s - 

Max. Overshoot (Power) - 13.5 kW 12.8 kW - 

 

5.3 Discussions  

 

The microgrid’s performance is compared for both Lagrange and PSO algorithms 

with and without the use of the VSG strategy. It is concluded that with the inclusion of 

the VSG control strategy, the system can stabilize much faster in the event of different 

levels of noise and load changes as seen from the results section. This is observed for 
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both the Lagrange method and the PSO algorithm. The consensus-based economic 

dispatch algorithm works efficiently in conjunction with the VSG control strategy. It can 

also be concluded from the results obtained that the PSO algorithm performs better in 

stabilizing the frequency, output power, and load changes in the microgrid. The optimal 

incremental cost is also achieved faster in the PSO algorithm. 

 The three discussed algorithms (Lagrange, Firefly, and ABC) were utilized in this 

study to examine how the microgrid operates in islanded mode for various noise levels 

while also providing reactive power compensation. In a shorter time period, it drives the 

units to desired incremental cost value. ABC algorithm reaches 6 $/kWh IC in about 50 s 

whereas the other two algorithms take about a minute to reach this value. In case of 

voltage fluctuations, 300V is reached faster in ABC algorithm in 0.75 sec. For frequency, 

it takes between 0.75 s to 0.9 s for various noise levels. With a higher noise level of 0.8, it 

takes longer for frequency to reach 60 Hz for all three algorithms. ABC algorithm 

provides a faster response of an average of 0.75 s. Similarly for active power and reactive 

power, ABC algorithm takes less than a second to reach their ideal value, whereas it takes 

longer for the other two methods to reach the desired value.  With the inclusion of VSG 

control strategy, the system can stabilize much faster in the event of noise and load 

changes as seen from the results section. In islanded mode, the performance of the VSG 

control strategy with the STATCOM controller on  voltage, frequency, active power, and 

reactive power parameters is better.  

It can also be concluded that the ABC algorithm performs the best among the 

other algorithms discussed in this paper. It has a quicker response and lesser fluctuations 
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for all four parameters. Hence, the ABC algorithm is best suitable for economic dispatch 

solution with noise as well as provides a reliable and stable islanded microgrid system. 
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Chapter 6. Cost study of Microgrids 

The Microgrid Cost Study aims at identifying the average cost of a typical 

microgrid project. The project is limited to the vicinity of U.S. and hence takes into 

account of only existing microgrid projects in U.S. The project’s objective is to find cost 

of microgrid and its individual components for next 5 years. This will help in R&D for 

future microgrid projects as well as help investors/developers/researchers get an idea 

about the cost of their projects that they might want to start in near future. Most of the 

microgrids are found in sectors such as: commercial, community or campus as shown if 

Fig. 6.1.  

 

 

Fig. 6.1 Microgrid Cost Study Project Data by number of Projects 

Community, 
40.50% 

Campus/Institut
ional, 31.10% 

Commercial, 
14.90% 

Remote, 
13.50% 
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6.1 Importance of cost study 

Microgrid brings us not only direct economic benefits but also indirect benefits 

such as efficiency, reduced emissions, and improved power quality and reliability (PQR). 

Microgrid is proposed by Consortium for Electric Reliability Technology Solutions 

(CERTS). The microgrid concept [127-129] heavily depends on the reduction of 

production costs of renewable energy generation, storage technologies, reliability and 

flexibility of electric power system, energy management systems and hence able to 

operate with and without utility grid connection [130]-[131]. Microgrids with distributed 

generation sources and renewable energy sources can help curtail the present energy 

crisis and also help modernize the traditional grid [132-143]. While some technologies 

have already become cost-effective, many important technologies like PV, fuel cells, and 

storage technologies remain expensive without some sort of financial support.  

 The cost analysis can be divided into three categories: capital cost, operating cost 

and engineering cost. 

Capital Costs—Total equipment and installation costs for the microgrid as incurred by 

the owner of the microgrid. Capital cost is broken down into two main categories, the 

cost of the power conversion electronics and other major equipment (e.g. switches) and 

the cost of the other materials needed to install the power systems. 

Operating Costs—Present value of total variable cost (primarily energy use, but also 

including ancillary revenue streams, maintenance, etc.) for a powers system to serve an 

end use function. 
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Engineering Costs—Site-specific engineering costs to integrate the components of the 

microgrid with each other and the microgrid to the surrounding power systems. It is 

anticipated that microgrids will be installed in diverse environments that may require 

individualized design solutions. 

 We received data from Navigant Research and Homer and worked with these data 

to get the objective as mentioned previously. This paper provides an insight into what 

factors typically drive the cost of a microgrid project: location, size, components, storage, 

etc. This analysis relies on an Excel-based spreadsheet model developed by HOMER to 

analyze the costs and benefits of microgrids. The model evaluates the cost of microgrid 

based on the user’s specification of project costs, the project’s design and operating 

characteristics, and the facilities and services the project is designed to support. Of note, 

the model analyzes a discrete operating scenario specified by the user; it does not identify 

an optimal project designer operating strategy. 

 

6.1.1 Histogram and Principal Component Analysis 

Histogram analysis 

Firstly the micorgrid is classified into three sections i.e. commercial microgrid, 

community microgrid and military microgrid. The $/MW of every type of microgrid is 

calculated, which is one of the factors that influence the cost of microgrids. 

Fig. 6.2 is a Commercial Microgrid Histogram. A histogram is a graphical representation 

of the distribution of numerical data. It is an estimate of the probability distribution of a 

continuous variable. 
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Fig. 6.2 Commercial Microgrid Histogram 

 A data point is included in a particular data set if the number is greater than the 

lowest bound and equal to or less than the largest bound for the data set. The 

highest frequency in this case is 4,000,000 $/MW. From the data, we can get some 

basic $/MW value on the commercial microgrid. The Min value is 1,083,109.92 

$/MW, the Max Value is 6,395,348.837$/MW and the average value is 

4,082,429.994$/MW. 

 Fig. 6.3 is a Community Microgrid Histogram. The highest frequency is 

3,000,000 $/MW. From the data, we can get some basic $/MW value on the 

community microgrid. The Min value is 1,083,109.92 $/MW, the Max Value is 

9,000,000 $/MW and the average value is 2,923,168.006 $/MW. 
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Fig. 6.3 Community Microgrid Histogram 

 Fig. 6.4 is a military microgrid histogram. The highest frequency is 

4,000,000 $/MW. From the data, we can get some basic $/MW value on the 

military microgrid. The Min value is 848,636.3636$/MW, the Max Value is 

48,026,699.39$/MW and the average value is 7,393,730.615$/MW. 

 

Fig. 6.4 Military Microgrid Histogram 

Based on the above analysis, an estimate of the probability distribution of $/MW of 

various types of microgrid can be drawn. 
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Principal Component Analysis 

  The costs of microgrids are affected by many different factors. Factors 

including conventional generation capacity, renewable generation capacity, battery 

capacity and microgrid control cost contribute to costs of  microgrid projects at 

different level. Therefore, it is necessary to employ PCA (principal component 

analysis) in order to  identify major factors that determine the cost of microgrid. 

Approaches of conducting PCA for microgrids’ cost study can be listed as below: 

o Obtain data from Navigant database and HOMER database; 

o Subtract the mean value from observations; 

o Calculate the covariance matrix; 

o Calculate the eigenvectors and eigenvalues of the covariance 

matrix; 

o Choosing major components and forming a feature vector; 

o Deriving the new data set. 

  Fig. 6.5 gives preliminary results of PCA for generation capacity of 

micrgrids. In this case, capacities of different generation units which are diesel 

capacity, natural gas capacity, CHP (combined heat and power) capacity, PV 

capacity, wind capacity, energy storage capacity, energy storage duration and fuel 

cell capacity have been considered. Including microgrids’ cost, initial data can be 

presented in a 9-dimensional dataset. By employing PCA, principal component can 

be identified, F1 in this case. Actually F1 is the linear combination of capacities of 

different generation units. 
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Fig. 6.5 PCA for generation capacity 

Pertaining to PCA based on generation capacity, components F1, F2, F3, F4 and F5 

can be chosen for further investigation. Eigenvalue of certain component represents 

its importance. Even though component F6 to F9 has been neglected, more than 96% 

of information can be retained. On the other hand, PCA has the capability of simplify 

dataset in microgrids’ cost study. 

  According to Table XI, the capacity of CHP contributes 98.083% to 

component F1. The highest eigenvalue, eigenvalue corresponds to component F1, is 

the principal component of the dataset. Therefore, the major factor that affects the 

cost of microgrid project can be identified as the capacity of CHP. 
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Table 6.1 Contribution of the variables (%) towards generation capacity 

 F1 F2 F3 F4 F5 

Diesel Capacity 0.032 2.306 88.613 7.450 1.534 

Natural Gas Capacity 1.768 94.567 1.276 1.491 0.515 

CHP Capacity 98.083 1.839 0.006 0.021 0.005 

PV Capacity 0.019 0.291 0.007 3.353 4.485 

Wind Capacity 0.000 0.000 0.001 0.014 0.004 

Energy Storage Capacity 0.003 0.010 0.004 0.092 1.555 

Energy Storage Duration 0.023 0.093 1.016 0.704 91.161 

Fuel Cell Capacity 0.000 0.001 0.001 0.001 0.005 

Total Cost 0.070 0.893 9.077 86.875 0.736 

 

It is important to notice that eigenvectors, which associates  with eigenvalues obtained 

above, are perpendicular to each other. Then we can transform original dataset to  

new reference using eigenvectors as axis. 

 Fig. 6.6 shows the distribution of transformed dataset. Since we already 

determined that F1 is the principal component in this study, we select F1 as x-axis. 

The observations tend to distribute along the x-axis under new reference. 

Observations can also deviate from x-axis with the force conducted by y- axis 

component. If the force conducted by y-axis component, in this case which is 

component F2, becomes bigger, it drives observations further from x-axis. 
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Fig. 6.6 Data distribution after reference transformation 

 

 In Fig. 6.6, clearly it can be seen that obs. 13 and obs. 95 are apart from 

main data group. Referring the original dataset, obs. 13 possesses 135MW CHP 

capacity and no other generation unit. Obs. 95 possesses 60MW natural gas 

capacity and no other generation unit. 

 Fig. 6.7 gives preliminary results of PCA for microgrids’ generation 

categories. In this case, we divided  generation units into 3 categories, which are 

conventional generation (diesel, CHP and natural gas), renewable generation (PV 

and wind generation), energy storage. Including microgrids’ cost and number of 

generation source, initial data can be presented in a 5-dimensional dataset. By 

employing PCA, principal component can be identified. 
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Fig. 6.7 PCA aims to generation categories 

  Fig. 6.8 shows the distribution of transformed dataset. Since Similarly, we 

select F1 as x-axis. As we can see, the observations tend to distribute along the x-

axis. According to Fig. 70, we only have one outlier i.e. obs. 98. Besides, component 

F2 has very little effect on observation. Therefore, we have to search other 

information other than generation categories to investigate the cost of obs. 98. The 

relationship between microgrid total cost and generation categories cannot be 

demonstrated in this case since generation categories information have been 

neglected greatly during PCA. 
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Fig. 6.8  Data distribution after reference transformation 

 

 With respect to PCA for generation categories, components F1 and F2 can be 

chosen to be further investigated. Even though components F3 to F5 have been 

neglected, more than 98% of information can be retained. According to Table XII, 

Total Cost contributes 99.888% to component F1. Hence component F1 is the 

principal component of the dataset. Therefore, Total Cost can be determined as 

principal component to affect data pattern. 

Table 6.2 Contribution of the variables (%) that aims to generation categories 

 F1 F2 F3 F4 F5 

Percentage of 

Conventional 

Generation 

0.036 0.860 72.383 0.030 26.691 

Percentage of 

Renewable 

Generation 

0.035 0.185 16.742 39.316 43.722 

Percentage of 

Storage 
0.000 0.166 9.609 60.640 29.585 

Number of 

Sources 
0.040 98.738 1.217 0.004 0.001 

Total Cost 99.888 0.051 0.050 0.010 0.001 
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6.2 Discussions  

 From the Histogram analysis and Principal component analysis, it is evident 

that conventional sources (especially CHP) has an upper hand in determining the cost 

of the microgrids. Factors including conventional generation capacity, renewable 

generation capacity, battery capacity and microgrid control cost contribute to costs of  

microgrid projects as well. 
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Chapter 7. Research Conclusion and Future Work 

7.1 Conclusion 

This Consensus–based algorithm was used to analyze the behavior of microgrid 

during grid-connected mode. The microgrid shows good response during less and 

medium noise level. It brings the system close to its set point for incremental cost in less 

time. However, it was observed that it took longer for the system to reach its set point for 

noise levels higher than 0.8 level variance. The system oscillated around the set point 

value for a longer time and hence can be concluded that it was not stable to the desired 

level. Thus, this economic dispatch algorithm is very good for small and medium noises 

as it brings stability to the system in a short span of time based on the case study. The 

proposed consensus based algorithm for economic dispatch works well for islanded 

microgrids as well. In this dissertation, the consensus-based algorithm was used to 

analyze the behavior of microgrid during islanded mode in conjunction with STATCOM 

based reactive power compensation. The microgrid shows good response for different 

noise levels when reactive power is compensated in the system. It brings the system close 

to constant output power in less time. However, it was observed that it took longer for the 

system to reach its desired stability without any reactive power compensation. The 

system had more harmonics and oscillations for a longer time and hence can be said that
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it takes longer to achieve stability. It can be concluded from this study, that this 

consensus based economic dispatch algorithm with reactive power compensation is very 

good for islanded microgrids during small, medium, and large variance noises. It 

provides stability, efficiency, and resiliency to the system in a short span of time based on 

the case study. 

With inclusion of VSG control strategy the system is able to stabilize much faster 

in the event of noise and load changes as seen from the results section. In islanded-mode 

of operation, the performance of VSG control strategy with STATCOM controller on 

voltage, frequency, active power, reactive power, are better than using only STACOM 

controller. These control strategies provide secondary and tertiary control of microgrid in 

grid-connected/islanded mode. Further control strategies may be introduced to provide for 

primary control. 

7.2 Future research 

Currently, the research has only focused on reactive power compensation in 

islanded microgrids. Further research will be aimed at using reactive power compensation 

with VSG for grid-connected Microgrid and its impact on Economic dispatch. More 

algorithms will be compared in grid-connected/islanded microgrids to get a better idea of 

economic dispatch for reactive power compensation. For future work, mixed integer 

programming will be analyzed to solve economic dispatch problem. More research work 

will be carried out to decrease response time, settling time, and overshoot. Frequency 

stabilizing time will also be improved. Effect of large variance noise will be reduced 

further to make the microgrids more stable and efficient. 
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Appendix 

 

List of Symbols 

Symbol  Definition  

 

Chapter 3 

 

Indices:  

i Units of generation. 

n Number of generation units. 

avg Average. 

 

Parameters: 

P Total power output of the generator. 

a  Cost co-efficient. 

b  Cost co-efficient. 

c  Cost co-efficient. 

PD  Total load during transmission of power from generation units to loads. 

Ploss Total power loss during transmission of power from generation units to  

loads. 

λ   Lagrange multiplier. 

𝑢𝑥   Lagrange multiplier. 

𝑢𝑦    Lagrange multiplier. 

𝜆*   Optimal incremental cost. 

c12   Communication link. 

c21   Communication link. 

c23   Communication link. 

c32   Communication link. 

c34     Communication link. 

c43    Communication link. 
X[k]    Incremental cost of units at kth iteration. 

µ[k]    Recursive step size. 

G     r×r diagonal matrix with link control gain as its diagonal elements. 

H1, H2    r×n matrix in which rows are elementary vectors. 

D[k]    Noise in the communication link. 

Xavg[k+1]   Set points for incremental costs of units. 

 

 

Variables: 

CP Cost of generator. 
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P
min

 Minimum generation limit of generator. 

P
max

 Maximum generation limit of generator. 

IC Incremental cost. 
X[k+1]           Incremental cost of units at (k+1)th iteration 

 

Chapter 4 

 

Indices:  

abc Three-phase.    

ref Reference. 

v System. 

g Grid side. 

o Output. 

1 Reactive power adjustment. 

2 Terminal voltage adjustment.  

PV  Photovoltaic. 

ST Steam Turbine. 

STATCOM Static Synchronous compensator/condenser. 

L Load. 

IG Doubly-fed induction generator. 
 

Sets: 

B  Set of BES technologies. 

N  Set of depth of discharge segments. 

G  Set of dispatchable units. 

W  Set of renewable generation units. 

 

Parameters: 

𝐸̇  Virtual excitation electromotive force of VSG. 

∆𝑈̇  Virtual synchronous impedance voltage drop. 

Io   Vector multiplication is performed to obtain ΔU. 

ra  VSG armature resistance. 

Xd  Synchronous reactance. 

J   Moment of inertia. 

Pm     Mechanical power. 

Pe     Electromagnetic power. 

D   Damping coefficient. 

ω   Angular velocity.  

ωN    Rated angular velocity. 
dθ   Correction angle of grid connection control module 

f  Frequency. 

Δf  Frequency deviation. 

kP   Power-frequency coefficient. 
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Q  Reactive power. 

ΔQ Change in reactive power. 

ΔV Change in output voltage of microgrid. 

ΔE  Electromotive force. 

C  Capacitance 

L  Inductance 
𝐾𝑣

1+𝑠𝑇𝑣
 Derivative of different components’ reactive output power with respect to  

time and voltage. 

Kp Proportional gain. 

Ki Integral gain. 

IAE Integral absolute error. 

ISE Integral square error. 

ISTE Integral square time error. 

Φ Phase angle. 

A0  Initial value of the parameter. 

A1s  Parameter value after standard strategy is stable. 

A1n Parameter value after new strategy is stable. 

 

Variables: 

Urefabc Three-phase reference voltage. 

Δω  Virtual angular velocity difference. 

dE  Corrected electromotive force of the grid-connected control. 

D1-0 Difference offset ratio. 

Dn-s Parameter optimization degree of the new strategy relative to the standard 

strategy. 
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