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Abstract 

 The rising need for exploiting a novel and evolved computation is an increasing 

concern in the power distribution system to address the exponential growth of 

distribution-connected devices. Scheduling numerous battery energy storage systems in 

an optimal way is one of the emerging challenges that will be more noticeable as the 

number of batteries, including residential, community, and vehicle batteries, increases in 

the grid. This thesis focuses on this topic and offers a necessary component in building 

the quantum-compatible distribution system of the future. Using a constrained quadratic 

model (CQM) on D-Wave’s hybrid solver as well as a binary quadratic model (BQM), 

this thesis solves the optimal battery scheduling problem for a large number of batteries. 

To formulate the BQM, a quadratic unconstrained binary optimization (QUBO) format 

was chosen and in order to fine-tune the QUBO model parameters, a sensitivity analysis 

was conducted. Numerical simulations, using Tesla Powerwalls, demonstrate promising 

results of model scalability for a large number of batteries. Additionally, the trend of 

computational time shows a linear pattern whereas in classical solvers this is exponential. 
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Chapter 1: Introduction 

The growing complexity of the grid and the complicated nature of system models are 

the main reasons that advanced computing solutions will be needed by grid operators in 

the near future, especially at the distribution level and under the umbrella of smart grids.  

Power grid management and optimization, including battery scheduling optimization, 

is a complex problem, and the computation time of solving this problem grows 

exponentially with each new variable introduced [1]. As the number of grid energy 

resources and smart loads continues to grow [2], the complexity and computation time of 

this optimization will only increase further. 

Quantum Computing (QC), which is computation using quantum mechanical 

phenomena, has already shown its distinctive practicality and promising potential in 

various fields [3], [4], and [5].  QC utilizes quantum mechanics properties like 

superposition and entanglement to address conventionally limited computational issues in 

power grid management and optimization, which can result in efficient computing [6]. 

One method of QC that could be applicable to battery scheduling optimization is 

Quantum Annealing (QA). QA is a probabilistic optimization technique that searches for 

the global optimum of a given objective function, and it is well-suited for problems with 

a discrete search space [7] A QA solution is presented here and compared to the classical 

solution to examine the viability of QC solutions for battery scheduling optimization in 

terms of computation time. 
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A structured review using a taxonomic approach [8] states that QC can surpass 

current conventional computing for certain applications. They call this an emerging 

“paradigm,” which is beyond an approach, or merely a perspective, or a tool. It is also 

discussed that the progress in both quantum software and hardware is making its 

application come to real life. Authors in [5] raise the growth in mathematical 

complexities and link it to power system challenges, specifically the studies on the grid of 

the future. In this regard, they present the vital characteristics of QC and multiple 

potential and prospective problems that require this technology. 

Studies in [9] anticipate that considering the computational efficiency and 

optimization capability of QC owing to “highly efficient algorithms,” the rate of 

renewable energy modeling will exponentially increase. Further concerning this, [10] 

puts forth the gap in research between theoretical physics/computer science and real-life 

applications. They mention that short-term problems, e.g., in renewable energy, should be 

recognized to illustrate and exploit the QC potential. Along with insight into the basics of 

QC in smart grids, state of the art, and description of quantum algorithms, [11] provides 

multiple real-world case studies in this field. 

This thesis investigates the application of quantum computing in distribution grid 

management, and specifically, focuses on optimal coordination and management of 

battery energy storage systems. There will be growing applications in which a large 

number of batteries should be scheduled simultaneously. This would include managing 

multiple distributed consumer-owned home batteries or electric vehicle (EV) batteries by 

a distribution aggregator, scheduling multiple batteries by a distribution system operator 

as part of local market clearing and resource commitment, or the resource-constrained 
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optimization of idle batteries in a battery swapping station. Considering either of these, 

large-scale battery management will emerge as a necessary component of future 

distribution grids which will require fast, accurate, and scalable solutions. The 

contributions of this thesis include: (1) design and formulation of a QA-based optimal 

battery scheduling for distribution applications in constrained quadratic model (CQM), 

(2) comparative studies with state-of-the-art classical solutions to identify computational 

complexity and scalability, (3) scaling up the problem by reformulating the CQM 

problem into binary quadratic  model (BQM), QUBO format, (4) conducting a sensitivity 

analysis based on the penalty coefficients of the cost function, and (5) determine the 

current practical limitations in using QC to solve the large-scale battery scheduling 

problem.  The next subsection provides a literature review on battery scheduling. In 

Chapter two, the concept of quantum annealing is discussed and the problem modeling 

compatible with CQM is explained. The numerical results and conclusion are provided in 

sections 2.2 and 2.3, respectively. In the same manner, in Chapter 3: BQM is discussed. 

A sensitivity analysis is provided in this section, followed by conclusions and future 

works in Chapter 4. 

1.1 State of the Art in Battery Scheduling 

Available studies in the literature have investigated the impact of optimal battery 

scheduling on the efficient operation of the electricity distribution system. For instance, 

[12] discusses the importance of the battery charging-swapping system for degrading 

power outage loss and improving the resilience of offshore-island renewable distribution 

systems. Using a mixed-integer linear programming model, the proposed model provides 

the optimal solutions based on a 1-hour scheduling step. 
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Authors in [13] discuss that through intelligent management of distributed resources, 

such as energy storage, the operation cost of interconnected systems could dramatically 

drop. By applying particle swarm optimization, they attain the objective of optimal 

dispatch, which is sensitive to price, and in this way, illustrate the economic effect of 

selling stored energy at expensive hours. The results in [14] show that appropriate battery 

scheduling can increase the lifetime of the multi-battery power supply subsystems. The 

paper comes to this conclusion by using multiple scheduling algorithms. 

The impact of battery scheduling on solar power smoothing is addressed through a 

linear programming formulation in [15]. The authors conclude that this results in reduced 

net demand due to the intermittent nature of solar PV output, reduction in peak demand, 

and progress in the voltage profile. Using model predictive control, [16] investigates and 

simulates demand response by means of battery scheduling along with heating ventilation 

air conditioning. This is done through co-optimization which results in minimized annual 

electricity bills simultaneously happening with no discomfort for residents. 

In [17], the day-ahead scheduling with distributed energy storage devices is 

investigated by using mixed-integer linear programming that brings about the impact of 

their method in terms of an optimization tool. The effects of optimality of battery 

scheduling, as well as solar PV panels on the electric utility, is discussed in [18] in terms 

of various problems like unit commitment, peak load shaving, locational marginal 

pricing, and management of branch congestions. 

In [19] and [20] battery’s optimal operation is discussed using linear, dynamic 

programming, and peak shaving control strategies. Along with cost analysis, [21] 

presents the optimal operation of vanadium redox battery using dynamic programming. 
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They analyze off-grid and then grid-connected systems. In [22] a comprehensive model 

for battery scheduling and sizing is proposed, considering impactful factors like the 

distinctive battery features, and distribution network-microgrid coordination. Their 

results show that their model can determine the battery technology as well, along with 

accurate and practical solutions. 

More recent studies, e.g., [23] and [24], apply machine learning techniques like deep 

reinforcement learning and Q-learning for battery scheduling. They thoroughly discuss 

the impact of the smart charge-discharge scheduling of batteries, which includes 

preventing irreversible damages due to optimal system’s thermal profiles, and battery 

lifetime; to be more specific, attaining linear gain of system lifetime owing to the 

nonlinear property of batteries. 

The models developed in [25] take load demand uncertainty into account and solve it 

by analytically considering forecast error and system parameters. They conclude that 

their method brings about the global minimum solution and lessens the computational 

complexity of battery scheduling. Other studies, such as the one proposed in [26], aim at 

minimizing emissions and cost simultaneously. Authors in [26] use a fuzzy satisfying 

approach and flexible load management and conclude that their method lessens the set of 

optimal solutions to a meaningful size and is generic, i.e., there would be no need for 

decision making parameters information. 

Using particle swarm optimization, authors of [27] improve the control of charge-

discharge of a lithium-ion battery. Their results demonstrate that the robustness of their 

method for energy storage system scheduling can reduce both energy consumption and 

the cost of energy usage. Ref. [28] proposes a two-level approach for faster computation: 
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a dynamic programming approach at certain active hours of the day, and rule-based 

algorithms at rest of the time. In order to optimally schedule the battery, [29] provides a 

Coral Reefs optimization algorithm with substrate layers and concludes that it saves up to 

10% of costs compared to the conventional method. However, [30] argues that their 

methodology requires further credibility studies. 

These studies provide insights into the importance of battery scheduling and present 

various methods and perspectives helping this goal; however, the topic of scalability 

when many batteries are considered is not thoroughly investigated. This is an important 

piece of the puzzle needed to study for building quantum-compatible distribution systems 

of the future. 
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Chapter 2: Battery Scheduling through Constrained Quadratic Modeling  

A constrained quadratic model (CQM) is a type of mathematical model that is used in 

optimization problems. It is characterized by its focus on quadratic objectives and 

explicitly defined constraints. The variables can be either binary or integer. 

2.1 Quantum Annealing 

Quantum annealing (QA) is a form of adiabatic quantum computation and 

probabilistic optimization technique that utilizes quantum physics phenomena, including 

quantum entanglement, superposition, and tunneling. QA searches for the global 

optimum of a given objective function, and it is well-suited for problems with a discrete 

search space [7], such as combinatorial optimization problems with a range of solutions. 

The QA algorithm works by taking a Hamiltonian, H, in the form [31]: 

𝐻  =  𝐴 𝐻𝐼   +  𝐵 𝐻𝑃 (2.1) 

where HI is the initial Hamiltonian, HP is the problem Hamiltonian, and A and B are 

annealing path functions. The initial Hamiltonian describes conditions at the start of the 

annealing process when all qubits are in a superposition state of 0 and 1, while the 

problem Hamiltonian describes the ground state of the qubits. The initial Hamiltonian 

and problem Hamiltonian can be written as follows, respectively: 

𝐻𝐼   =   ∑ 𝜎𝑥
(𝑗)

 

(𝑗)

 (2.2) 



8 

𝐻𝑃  =   ∑ ℎ𝑗

 

(𝑗)

𝜎𝑧
(𝑗)

  +   ∑ 𝐽𝑗𝑘

 

𝑗𝑘

𝜎𝑧
(𝑗)

𝜎𝑧
(𝑘)

 (2.3) 

where 𝜎𝑥,𝑧
(𝑗)

 are Pauli matrices operating on qubit qj, and hj and Jjk represent biases and 

coupling strengths applied to the qubits in the annealing process. In the beginning of the 

annealing process, A = 1 and B = 0, and at the end, A = 0 and B = 1. This means that the 

overall Hamiltonian H is evolving from the initial Hamiltonian into the problem 

Hamiltonian as a magnetic field is passed over the quantum processing unit and the 

annealing process progresses. At the end of the annealing, the final ground state 

described by the problem Hamiltonian has a probability of being the optimal solution. In 

other words, as the QA process begins, the Hamiltonian evolves from its initial state into 

its ground state, and that ground state has a probability of representing the optimal 

solution to the given optimization problem. This can be seen in Figure 2- 1, where energy 

diagrams (a) and (b) represent the initial state of the Hamiltonian, and energy diagram (c) 

represents the ground state of the Hamiltonian [34].  

 

Figure 2- 1: Energy diagram changes over time as the quantum annealing process runs 

and a bias is applied [32] 

2.2 Model outline and formulation 

Although the battery scheduling problem is frequently solved through conventional 

mixed-integer programming (MIP)-based approaches, in this thesis, a quantum-

compatible model is developed. The proposed model is QA-based and formulated using a 
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Constrained Quadratic Model (CQM). The formulation of a problem, whether it be 

classical computing or quantum, must be compatible with its computing method, the 

computer associated with it, as well as being understandable for its software. For this 

thesis, the D-Wave quantum computer [33] is used with hybrid quantum-classical solver. 

This type of solver minimizes the objective function through a combination of classical 

heuristics and QA. 

The proposed battery scheduling model aims to minimize the total operating cost of a 

set of batteries (2.4) subject to charging and discharging constraints (2.5)– (2.8). 

min ∑ ∑ 𝜌𝑡(𝑃𝑖𝑡
𝑐ℎ)𝜏

𝑡𝑖

 (2.4) 

where 𝜌 is the electricity price at each timestep. The objective is to minimize the total 

scheduling cost, which includes the cost of purchasing electricity to charge the batteries. 

𝐶𝑖
𝑚𝑖𝑛 ≤ 𝐶𝑖𝑡 ≤ 𝐶𝑖

𝑚𝑎𝑥 ∀𝑖 ∈ , ∀𝑡 ∈  (2.5) 

0 ≤ 𝑃𝑖𝑡
𝑑𝑐ℎ ≤ 𝑃𝑖

𝑚𝑎𝑥𝑠𝑖𝑡 ∀𝑖 ∈ , ∀𝑡 ∈  (2.6) 

0 ≤ 𝑃𝑖𝑡
𝑐ℎ ≤ 𝑃𝑖

𝑚𝑎𝑥(1 − 𝑠𝑖𝑡) ∀𝑖 ∈ , ∀𝑡 ∈  (2.7) 

𝐶𝑖𝑡 = 𝐶𝑖(𝑡−1) −
𝑃𝑖𝑡

𝑑𝑐ℎ𝜏

𝜂𝑖
+ 𝑃𝑖𝑡

𝑐ℎ𝜏 ∀𝑖 ∈ , ∀𝑡 ∈  (2.8) 

∑(

𝑖

𝑃𝑖𝑇
𝑑𝑐ℎ) = 𝐷𝑇 = 𝑃𝑒𝑎𝑘 𝐻𝑜𝑢𝑟 (2.9) 

The battery’s stored energy is limited by its minimum and maximum energy ratings (2.5). 

The binary variable 𝑠 shows the battery operational status. When the battery is charging, 

this status indicator is zero, and when the battery is discharging, this status indicator is 

one. At an idle state, the binary variable 𝑠 could be either zero or one. The battery rated 



10 

charging and discharging powers are limited by its maximum (nominal) power rating as 

represented in (2.6) and (2.7). The stored energy at each time period is calculated based 

on the existing stored energy as well as the charging and discharging powers as shown in 

(2.8). The roundtrip efficiency of the battery (𝜂) is also considered in this equation. In 

(2.9) the load balance for each hour is considered in which the load must be equal to the 

sum of net generation of all batteries. This equation links the independent battery 

schedules and applies additional limitations to satisfy external grid-imposed 

requirements. 

2.3 Numerical Results 

This study uses Ocean as a Software Development Kit (SDK) [34] to interact with the 

D-Wave quantum computer, here the Hybrid solver for CQM problems, version 1.6. As 

for the application programming interface (API) for samplers, dimod was imported, 

which contains classes for quadratic models and their samplers. This study uses D-

Wave’s Ocean SDK and LeapHybridSolver [35] for all QA simulations. Classical 

simulations were run using branch-and-cut via CPLEX [36].  

In Ocean, the problem is first approached as a quadratic model. After the problem is 

reformulated as a quantum-compatible problem, optimal solutions are found by sampling. 

The solver returns a sample set, which consists of not only multiple solutions to the given 

problem, but also information like computation time and chain breaks. The credibility of 

the proposed method for battery scheduling is simulated on Tesla Powerwall+ and Tesla 

Powerwall2. These are integrated lithium-ion battery systems and products of Tesla 

Energy [37]. The battery characteristics are shown in Table 2- 1. The electricity price is 

based on [38].  
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Table 2- 1: Battery characteristics 

Name of battery Technology 
Round trip 

efficiency 
Energy capacity Power rating 

Tesla Powerwall+ Lithium-ion 90% 13.5 kWh 7 kW 

Tesla Powerwall2 Lithium-ion 90% 13.5 kWh 5 kW 

 

Figure 2- 2 shows an example charging/discharging schedule for one of the simulated 

batteries. In the optimal solution, the battery is charged during low-price hours and 

discharged at high-price hours as expected.  

 

Figure 2- 2: Battery charging/discharging power and electricity price profile 

 

Table 2- 2 shows the simulation results for up to 150 batteries, including the results 

from a classical solver, CPLEX using branch-and-cut in this case, as well as the proposed 

quantum model. At first glance, the computation time for the classical solver may look 

better. However, for larger systems, the “trend” in the computation time must be 
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considered. As shown in Figure 2- 3, even though the classical approach is fast for small 

numbers of batteries, the overall trend of the CPLEX solver using branch-and-cut method 

computation time increases exponentially, whereas, for Hybrid CQM Solver, it is less 

drastic and presents a more linear trend. This means that by increasing the number of 

variables and constraints, the computation time will increase linearly. 

Table 2- 2: Comparison of classical and quantum solutions for various number of 

batteries 

# of Batteries 
CPLEX cost 

($) 

CQM cost 

($) 

Absolute 

relative error 

(%) 

# of Variables # of Constraints 

1 -1.20 -1.23 2.38 96 97 

2 -2.40 -2.40 0.00 192 194 

10 -11.99 -11.59 3.37 960 970 

50 -59.96 -58.88 1.79 4800 4850 

70 -83.94 -82.65 1.54 6720 6790 

100 -119.91 -118.27 1.37 9600 9700 

120 -143.90 -142.55 0.94 11520 11640 

130 -155.89 -154.71 0.76 12480 12610 

140 -167.88 -166.58 0.78 13440 13580 

150 -179.87 -19.62 89.09 14400 14550 

 

 

Figure 2- 3: The trend of computational time in classical and quantum solvers 
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This shows that the quantum model offers better scalability and advocates that for 

large-scale systems the QC approach is expected to achieve the solution faster than the 

classical computing approach. The table further shows that the QC results have a small 

relative error, however this increases significantly for systems with more than 142 

batteries. The limitation in the sample data stems from D-Wave’s hardware and software 

restrictions. There is currently a limited number of binary variables and constraints that 

could be managed by D-Wave when solving a CQM problem, and the choice of 150 

batteries is a result of this number. As the technology matures, we expect to be able to 

solve a much larger problem using the exact same model developed in this thesis. The 

small variations in the computation time for various cases are a direct result of the noise 

inherent in quantum computations, as well as the communications needed between the 

computation platform and the remote commercial quantum computer. 

To further show the performance of the proposed model in solving constrained 

models, the load balance equation was applied, however only to one hour to represent 

practical grid operation. The selected hour was hour 18, assuming that the grid operator 

plans to acquire specific power from the batteries in the system in that hour. The results 

are shown in Table 2- 3.  

Table 2- 3: Comparison of classical and quantum solutions for various number of 

batteries considering load balance 

# of Batteries 
CPLEX cost 

($) 

CQM cost 

($) 

Absolute 

relative error 

(%) 

# of Variables # of Constraints 

1 -1.17 -1.17 0.00 96 98 

2 -2.32 -2.32 0.00 192 195 

10 -11.58 -11.41 1.39 960 971 

50 -57.88 -56.67 2.08 4800 4851 

70 -81.03 -80.30 0.90 6720 6791 

100 -115.75 -114.90 0.74 9600 9701 
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120 -138.90 -137.97 0.67 11520 11641 

130 -150.48 -149.40 0.72 12480 12611 

140 -162.06 -160.87 0.73 13440 13581 

150 -173.63 -19.38 88.84 14400 14551 

 

For each battery, the schedule is adjusted to create a practical and meaningful link 

between the batteries and the optimized cost, in accordance with the load balance 

constraint. The results indicate that the proposed model could provide acceptable results 

in a very limited time even for constrained cases, further proving the acceptable 

performance of the proposed model. Similar conclusions can be made regarding the 

computation time and accuracy as in the previous case.  

2.4 Discussion 

A quantum computing-based model for battery scheduling was proposed in this 

chapter, using D-Wave’s hybrid solver for CQM which is based on a quantum annealing 

approach. This model was tested on up to 150 batteries of Tesla Powerwall+. The 

simulation results showed that the running time of this method linearly increases by 

growth in the number of batteries, whereas this trend becomes exponential in a classical 

solver. This offers a potential scalability benefit in solving large-scale battery scheduling 

problems. 

  



15 

Chapter 3: Battery Scheduling through Binary Quadratic Modeling 

As stated in the previous chapter, quantum annealing (QA) is a probabilistic 

optimization technique that falls under the umbrella of adiabatic quantum computing. It 

uses various quantum phenomena to achieve the objective of finding low-energy 

solutions for a problem. D-Wave, a quantum computing company, has implemented QA 

in their quantum computers and quantum processing units (QPUs), and the qubits of the 

QPU require the problem to be mapped by a binary quadratic model (BQM). Our 

motivation for using BQM is to increase the size of the problem after applying CQM 

since the D-Wave’s QPU are originally mapped with BQM. In addition, the binary 

variables are more efficient than CQM’s integer variables.  

3.1 Model Outline and Formulation 

BQM has two forms of formulation: the Ising model and Quadratic Unconstrained 

Binary Optimization (QUBO). One of the approaches to form an optimization problem in 

a mathematical structure is by describing it in QUBO format. In QUBO, variables can 

only take binary values (i.e., 0 and 1.) Also, unlike conventional optimization problems 

which involve explicit constraints that define the feasibility of the problem, in QUBO, 

constraints are added to the objective function as penalty terms. In this way, minimizing 

the objective function that is designed in a manner that penalizes undesired 

configurations will naturally lead to feasible and optimal solutions.
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To formulate the problem in QUBO-appropriate format, first, the problem needs to  

be defined, meaning the objective function that should be minimized and constraints that 

explain the feasible region of the solutions are identified. Second, the problem needs to 

have a mathematical expression with correct variables. Then, the equality and inequality 

constraints should form penalty terms, which will be added to the objective function to 

form one cost equation that needs to be minimized. For example, an equality constraint 

can be transformed into a term that will be minimized. The approach is moving all the 

equation elements to one side which will lead to an equality to zero, where minimizing 

the square of the non-zero side will result in the main equality constraint being enforced. 

After that, the problem variables should be converted to binary ones. Finally, the 

objective function and all the penalty terms should be summed up. The CQM-compatible 

form of the problem that was stated in CQM formulation in the previous chapter, can be 

reformulated as follows: 

min ∑ ∑ 𝜌𝑡𝑃𝑖𝑡
𝑐ℎ

𝑖𝑡

 
 (3.1) 

𝑢𝑖𝑡 + 𝑣𝑖𝑡 ≤ 1 ∀𝑖 ∈ , ∀𝑡 ∈  (3.2) 

0 ≤ ∑ (𝑃𝑖𝑡′
𝑐ℎ − 𝑃𝑖𝑡′

𝑑𝑐ℎ)

𝑡

𝑡′=0

≤ 𝜂𝐶𝑖
𝑚𝑎𝑥 

 

∀𝑖 ∈ , ∀𝑡 ∈  

 

(3.3) 

∑ 𝑃𝑖𝑇
𝑑𝑐ℎ ≥ 𝐷𝑇

𝑖

 
 

𝑇 = 𝑃𝑒𝑎𝑘 ℎ𝑜𝑢𝑟  
(3.4) 

𝑃𝑖𝑡
𝑑𝑐ℎ = 𝑃𝑖

𝑚𝑎𝑥𝑢𝑖𝑡 ∀𝑖 ∈ , ∀𝑡 ∈  (3.5) 

𝑃𝑖𝑡
𝑐ℎ = 𝑃𝑖

𝑚𝑎𝑥𝑣𝑖𝑡 ∀𝑖 ∈ , ∀𝑡 ∈  (3.6) 
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As shown in (3.1), the objective is to minimize the total scheduling cost, which 

includes the cost of purchasing electricity to charge the batteries. In constraint (3.2), 𝑢 

and 𝑣, which represent the discharging and charging status of batteries, respectively, 

cannot be 1 simultaneously. Constraint (3.3) is another expression of constraint (2.8), 

which ensures that the total energy of batteries at each timestep, which consists of 

charging power subtracted by discharging power, is within the bounds. It must be 

summed up over time to ensure its satisfaction during the whole timespan. Constraint 

(3.4) enforces meeting the demand at peak hours. Basically, the discharging power of all 

the batteries at peak hour should be larger than the demand. Even though the load balance 

constraint is an equality one due to the inherent of the power system, it is intentionally 

chosen to be an inequality constraint to prevent it from getting too much penalized and 

added to the objective. Equations (3.5) and (3.6) are defined to simplify the problem, i.e., 

the battery charging/discharging power is assumed to be either 0 or at its maximum 

value. 

As stated earlier, in QUBO, the whole optimization problem should form one single 

equation. To change the linear inequality constraint (3.2) to an equality constraint, the 

slack binary variable 𝑤 is introduced: 

𝑢𝑖𝑡 + 𝑣𝑖𝑡 + 𝑤𝑖𝑡 = 1 ∀𝑖 ∈ , ∀𝑡 ∈  (3.7) 

Then, the penalty term to represent this inequality constraint will be formed as equation 

(3.8). By minimizing this penalty term, the constraint (3.2) will be enforced, meaning 𝑢 

and 𝑣 will have all the feasible values. 

𝑃(𝑢𝑖𝑡, 𝑣𝑖𝑡, 𝑤𝑖𝑡) = (𝑢𝑖𝑡 + 𝑣𝑖𝑡 + 𝑤𝑖𝑡 − 1)2  
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 = 2𝑢𝑖𝑡𝑣𝑖𝑡 + 2𝑣𝑖𝑡𝑤𝑖𝑡 + 2𝑤𝑖𝑡𝑢𝑖𝑡 − 𝑢𝑖𝑡 − 𝑣𝑖𝑡 − 𝑤𝑖𝑡 + 1 

 =  −𝑢𝑖𝑡 − 𝑣𝑖𝑡 − 𝑤𝑖𝑡 + 1 (3.8) 

In equation (3.8) it was considered that in QUBO, the square of a binary variable is 

identical to the binary variable since the square of 0 and 1 will make no changes. In other 

words, 𝑢2 = 𝑢. Table 3- 1 represents the penalty values for the inequality constraint (3.2) 

which later transformed into equation (3.7). This table shows how adding a slack variable 

and forming a penalty term would cause the desired combination of 𝑢 and 𝑣 to be chosen, 

when battery cannot be charged and discharged at the same time, i.e., 𝑢 and 𝑣 are not 

both equal to 1. The minimum of the last column is 0; Consequently, only the 𝑢𝑖𝑡 , 𝑣𝑖𝑡 = 1 

scenario will not be chosen, as expected. The other feasible combinations of  𝑢 and 𝑣 

cause minimum penalty value. When u, v, and w equal to 1, P(u, v, w) becomes 4 and 

will not be chosen. 

Table 3- 1: Penalty term value for the inequality constraint (3.2) 

𝑢𝑖𝑡 , 𝑣𝑖𝑡  𝑃𝑤𝑖𝑡=0 𝑃𝑤𝑖𝑡=1 𝑚𝑖𝑛 𝑃 

0,0 1 0 0 

0,1 0 1 0 

1,0 0 1 0 

1,1 1 4 1 

To change the linear inequality of constraint (3.3) to equality constraints, two slack 

variables are introduced for each side, which are non-negative variables that help 

transform the inequality into an equality. A slack variable is introduced for each 

inequality constraint. Equation (3.9) considers 𝑆11, a slack variable to form the left-hand 
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side of inequality constraint (3.3). Likewise, 𝑆12 is presented in equation (3.10) to 

reformat the right-hand side of inequality constraint (3.3). 

− ∑ (𝑃𝑖𝑡′
𝑐ℎ − 𝑃𝑖𝑡′

𝑑𝑐ℎ)

𝑡

𝑡′=0

+ 𝑆11𝑖𝑡 = 0 (3.9) 

∑ (𝑃𝑖𝑡′
𝑐ℎ − 𝑃𝑖𝑡′

𝑑𝑐ℎ)

𝑡

𝑡′=0

+ 𝜂𝐶𝑖
𝑚𝑎𝑥 + 𝑆12𝑖𝑡 = 0 (3.10) 

𝑆11 and 𝑆12 in equations (3.9) and (3.10) can be written as one single slack variable, 

𝑆1. Thus, the two-sided inequality constraint (3.3) becomes: 

∑ (𝑃𝑖𝑡′
𝑐ℎ − 𝑃𝑖𝑡′

𝑑𝑐ℎ)

𝑡

𝑡′=0

=  𝑆1𝑖𝑡 (3.11) 

Where: 

0 ≤ 𝑆1𝑖𝑡 ≤  𝜂𝐶𝑖
𝑚𝑎𝑥 (3.12) 

Finally, we convert this modified objective function into a BQM representation, 

which can be used for QA. In a QUBO-compatible format, we express it as a 

combination of binary variables (discretizing). For example, we can use binary variables 

𝑥𝑖𝑡𝑎 based on powers of 2. In this way, the desired space would be represented by a fewer 

number of variables. This is crucial regarding the computation time.  

𝑆1𝑖𝑡 = 20𝑥𝑖𝑡0 + 21𝑥𝑖𝑡1 + 22𝑥𝑖𝑡2 + ⋯ + 2𝑀𝑥𝑖𝑡𝑀 (3.13) 

Where 𝑀 is the largest power of 2 that is less than or equal to the given maximum value, 

𝜂𝐶𝑖
𝑚𝑎𝑥. 

∑ (𝑃𝑖𝑡′
𝑐ℎ − 𝑃𝑖𝑡′

𝑑𝑐ℎ)

𝑡

𝑡′=0

= 20𝑥𝑖𝑡0 + 21𝑥𝑖𝑡1 + 22𝑥𝑖𝑡2 + ⋯ + 2𝑀𝑥𝑖𝑡𝑀 

 

(3.14) 
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The process of reformulating the problem into a QUBO-compatible format will be the 

same process for the inequality constraint (3.4): 

∑ 𝑃𝑖𝑇
𝑑𝑐ℎ

𝑖

= 20𝑦0 + 21𝑦1 + 22𝑦2 + ⋯ + 2𝑀′
𝑦𝑀′ (3.15) 

Where 𝑀′ is the largest power of 2 that is less than or equal to the given maximum value, 

𝐷𝑇. 

3.1.1 Quadratic Unconstrained Binary Optimization Formulation 

The objective function and the prepared penalty terms should be combined to form 

one equation to be minimized, as shown in equation (3.16). 

𝐶(𝑢, 𝑣, 𝑤, 𝑥, 𝑦) = ∑ ∑ 𝜌𝑡

𝑡𝑖

𝑃𝑖
𝑚𝑎𝑥𝑣𝑖𝑡 + 

 

 𝛽1 ∗ ∑ ∑(𝑢𝑖𝑡 + 𝑣𝑖𝑡 + 𝑤𝑖𝑡 − 1)2

𝑡

+

𝑖

 
 

 

𝛽2 ∗ ∑ ∑ (( ∑ (𝑃𝑖
𝑚𝑎𝑥𝑣𝑖𝑡′ − 𝑃𝑖

𝑚𝑎𝑥𝑢𝑖𝑡′)

𝑡

𝑡′=0

)

𝑡𝑖

− (20𝑥𝑖𝑡0 + 21𝑥𝑖𝑡1 + 22𝑥𝑖𝑡2 + ⋯ + 2𝑀𝑥𝑖𝑡𝑀))

2

+ 

 

𝛽3 ∗ (∑ 𝑃𝑖
𝑚𝑎𝑥𝑢𝑖𝑇

𝑖

− (20𝑦0 + 21𝑦1 + 22𝑦2 + ⋯ + 2𝑀′
𝑦𝑀′))

2

 

 

 

 

(3.16) 

Where the first term specifies the objective function, and the rest are penalty terms 

associated with constraints (3.2), (3.3), and (3.4), respectively. The penalty terms need to 
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be weighted by penalty coefficients, 𝛽 values, to adjust their importance. Otherwise, they 

could overpower the objective. 

3.2 Numerical Results 

This study uses Ocean’s Software Development Kit (SDK) to interact with D-Wave 

quantum computers, specifically, the Hybrid solver for BQM problems (i.e., 

hybrid_binary_quadratic_model_version2). For the sampler’s API, dimod was imported, 

which contains classes for quadratic models and their samplers. This study uses D-

Wave’s Ocean SDK and LeapHybridSolver for all QA simulations. 

In Ocean, the problem is first approached as a quantum-compatible model, i.e., a 

binary quadratic model. After that, optimal solutions are found by sampling. The solver 

returns a sample set, which consists of not only multiple solutions to the given problem, 

but also information like computation time. In this research, the credibility of the 

proposed method for battery scheduling is verified on Tesla Powerwall+ and Tesla 

Powerwall2. Both Powerwall+ and Powerwall2 are integrated lithium-ion battery systems 

which are products of Tesla Energy [34]. The battery characteristics are shown in Table 

2-1 in chapter 2. The electricity price is based on the price profile provided in [38]. 

3.2.1 Finding the initial estimate for 𝜷 values, the penalty coefficients 

The objective function of this problem in QUBO format has terms that consist of 

binary variables, and the coefficients, 𝛽1, 𝛽2, and 𝛽3, are weights for penalties that need to 

be optimized. There are various approaches to finding the optimal values for these 𝛽 

coefficients, including but not limited to grid search, gradient descent, heuristics or 

metaheuristics, specialized solvers, and experimentation through simulation. In this 
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research, experimentation through simulation method was applied to find proper penalty 

coefficients through an iterative approach. 

To have sensible initial guesses for 𝛽 coefficients, the characteristics of the problem 

and each penalty were considered. 𝛽1 enforces the constraints that each battery cannot be 

charged and discharged simultaneously. Since this scenario is physically impossible, it 

should be the highest penalty to strictly enforce this rule. An initial guess was based on 

the highest cost in the objective function with a relatively high penalty factor (first row in 

Table 3- 2.) For 𝛽2 a moderate value was expected to keep 𝑃𝑐ℎ and 𝑃𝑑𝑐ℎ within bounds, 

e.g., the estimated cost of operating outside the desired range. To ensure meeting the 

demand, a smaller value than 𝛽1was chosen for 𝛽3, e.g., five times the cost of not meeting 

the demand. 

In this trial-and-error approach, to adjust the 𝛽 values systematically, it was attempted 

to adjust 𝛽 coefficients based on the constraint importance. By calculating the values of 

each penalty and the objective function value, the costs for each simulation the 𝛽 

coefficient values were set proportionally. In other words, each cost was normalized (see 

𝛽2 value in row 3 of Table 3- 2). 

Nevertheless, the impact of the number of batteries should also be considered. As 

shown in equation (3.16), the relationship between the number of batteries and 𝛽 values 

in the cost function is not always linear. By an increase in the number of batteries, the 

overall capacity of the of the system also increases. This may mean that the 𝛽 value for 

each penalty needs to be re-evaluated to make sure they scale appropriately with the 

increased system capacity. Also, the relative importance of penalties might change with 

changes in the size of the problem. 
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A detailed log of a set of simulations is provided in Table 3- 2. In addition to 𝛽 

coefficients present in equation (3.16), 𝛽0was added for the objective function. The 

penalty values show the order of the magnitude of penalties. Energy represents the total 

cost based on equation (3.16). 

 

Table 3- 2: Finding the initial estimates for 𝛽 coefficients through experiments 

#
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f 
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T
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h
) 
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n
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im
e 

(s
) 

E
n
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y
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j.
 v

al
. 

P
en
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ty

1
 

P
en

al
ty

2
 

P
en

al
ty

3
 

𝛽
0
 

𝛽
1
 

𝛽
2
 

𝛽
3
 

10 8 3.79 45012923 3.18 107 107 - 1 

8960975.99 

(500 * highest cost in 

the objective 

function) 

1 1 

10 8 3.79 5701770 4.32 10  106  - 1 1 1 1 

10 8 3.79 41 3.784 10  10 - 1 1 
1/106 ≈ 

1.75e-06 
1 

10 8 3.79 70 2.56 0 10 10 1 100 1.75E-06 10 

 

Following the approach described earlier, some initial estimates are determined for 𝛽 

values. Figure 3-  and Figure 3- 2 present the results of two simulations. Figure 3- 1 

represents examples of charging or discharging schedules for one of the simulated 

batteries which is chosen randomly. In the optimal solution, the battery is charged during 

low-price hours and discharged at high-price hours as expected according to the objective 

function. The constraint that limits the battery to be charged and discharged 

simultaneously is met. Figure 3-2 shows the total generation of all batteries for each 
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simulation. At the peak hour which is t=7, the total discharge of all batteries is equal to 

demand at that time, as expected according to the last constraint, the load balance. 

  

Figure 3- 1: The results of two simulations with initial values for 𝛽 of one battery 
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Figure 3- 2: The results of two simulations with initial estimates values for 𝛽 for the total 

generation of all batteries 
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3.2.2 Approach One: A one-factor-at-a-time sensitivity analysis for 𝜷 

Having initial estimates for 𝛽 values is the starting point for conducting a sensitivity 

analysis for the battery scheduling problem. This sensitivity analysis involves 

systematically varying the 𝛽 coefficients within a certain range and observing how these 

variations affect the solution. The goal is to understand the robustness of the solutions to 

changes in these coefficients and to identify the optimal range for each 𝛽. 

The proposed range for each 𝛽 must be realistic and based on the initial estimates. In 

this case, 50% below and 200% above those initial estimates represent logical starting 

points. Then, each range was discretized by a sensible granularity. Although more 

granular intervals provide more detailed information, due to the limitation in quantum 

computational time and available solver access, the intervals cannot be very small 

discrete chunks. 

Then, by systematically changing one 𝛽 while keeping the rest at baseline values, the 

simulation was run iteratively. This process was repeated for each 𝛽. The approach of 

changing one parameter at a time is called one-factor-at-a-time (OFAT) sensitivity 

analysis. 

Table 3- 3 to Table 3- 7 provide simulation results and summarize this process. The 

first figures in each row of the tables show examples of charging/ discharging schedules 

for one of the simulated batteries which is chosen randomly. In the optimal solution, the 

battery is charged during low-price hours and discharged at high-price hours as expected. 

The second figure in each row of the tables demonstrates the total generation of all 

batteries. These figures are provided in Appendix A. The penalty values show the order 

of the magnitude of penalties. 
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Table 3- 3: The simulation results with initial estimate values for 𝛽 coefficients (See Figure 

A- 1, Figure A- 2) 

# of 

Batteries 

Time 

span 

(h) 

Run 

time 

(s) 

Energy 
Obj. 

val. 

Penalty1 

val. 

Penalty2 

val. 

Penalty3 

val. 
𝛽0 𝛽1 

𝛽2 

(×10-

6) 

𝛽3 

10 8 3.79 63.44 2.35 0 10 10 1 100 1.75 10 

 

Table 3- 4: Sensitivity analysis based on varying 𝛽0 (See Figure A- 3 to Figure A- 8) 

# of 

Batteries 

Time 

span 

(h) 

Run 

time 

(s) 

Energy 
Obj. 

val. 

Penalty1 

val. 

Penalty2 

val. 

Penalty3 

val. 
𝛽0 𝛽1 

𝛽2 

(×10-

6) 

𝛽3 

10 8 3.80 580.26 1.67 102 102 10 0.5 100 3.5 10 

10 8 3.80 183.85 4.12 0 102 0 1.5 100 3.5 10 

10 8 3.80 919.60 7.33 102 102 0 2 100 3.5 10 

 

Table 3- 5: Sensitivity analysis based on varying 𝛽1(See Figure A- 9 to  Figure A- 14) 

# of 

Batteries 

Time 

span 

(h) 

Run 

time 

(s) 

Energy 
Obj. 

val. 

Penalty1 

val. 

Penalty2 

val. 

Penalty3 

val. 
𝛽0 𝛽1 

𝛽2 

(×10-

6) 

𝛽3 

10 8 3.80 276.60 2.98 102 10 10 1 50 1.75 10 

10 8 3.80 148.27 2.96 0 102 10 1 150 1.75 10 

10 8 3.80 96.22 2.35 0 10 10 1 200 1.75 10 

 

Table 3- 6: Sensitivity analysis based on varying 𝛽2(See Figure A- 15 to Figure A- 20) 

# of 

Batteries 

Time 

span 

(h) 

Run 

time 

(s) 

Energy 
Obj. 

val. 

Penalty1 

val. 

Penalty2 

val. 

Penalty3 

val. 
𝛽0 𝛽1 

𝛽2 

(×10-

6) 

𝛽3 

10 8 3.79 103.94 2.64 0 10 10 1 100 .875 10 

10 8 3.80 294.72 2.86 102 10 0 1 100 2.63 10 

10 8 3.80 165.34 2.90 0 102 0 1 100 3.5 10 
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Table 3- 7: Sensitivity analysis based on varying 𝛽3 (See Figure A- 21 to Figure A- 26) 

# of 

Batteries 

Time 

span 

(h) 

Run 

time 

(s) 

Energy 
Obj. 

val. 

Penalty1 

val. 

Penalty2 

val. 

Penalty3 

val. 
𝛽0 𝛽1 

𝛽2 

(×10-

6) 

𝛽3 

10 8 3.80 205.15 3.49 102 102 0 1 100 3.5 5 

10 8 3.80 730.29 3.17 102 102 10 1 100 3.5 15 

10 8 3.79 411.44 2.88 102 10 10 1 100 3.5 20 

For analyzing the results of the simulations, the simulation outcomes which are 

objective function values, penalty terms values, and the total energy (cost) must be 

evaluated. Then, to understand the trends and patterns by changing each 𝛽, their effect on 

outcomes needs to be monitored. 

For example, for changes in 𝛽0, 𝛽1, and 𝛽3 it was observed that the initial estimate 

values make more sense in terms of the total energy, objective function cost, and the 

decrease in the penalties. In the same manner, lower values of 𝛽2 make the system too 

rigid; meaning the system is not very adaptable to changes in inputs. Additionally, those 

changes made the system less capable of balancing multiple terms and made the 

performance of the system inflexible. 

However, increasing 𝛽2 to a certain point, 200% of the initial estimate, significantly 

improves the constraints satisfaction. The 200% was the threshold where at that certain 

point changes in 𝛽2 had a significant impact on the results. In every iteration the results 

were compared against the baseline, i.e., initial estimates. If the results were improved in 

terms of lower penalty values, the updated 𝛽 values were implemented moving forward. 

Therefore, there was a feedback loop to improve the 𝛽 values during the iterative 

simulations. 
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3.2.3 Approach two: A systematic approach to sensitivity analysis for 𝜷 

Based on the order of magnitude of obtained penalty terms, the beta values would 

make better sense when starting at small values like 1e-2. Sensitivity analysis on beta 

values was performed with three options for each beta: 1e-2, 1, 100. Given three penalty 

terms when each has one specific penalty coefficient (beta), the number of possible cases 

is equal to 3 × 3 × 3 = 27. Where each term represents the three possible values for each 

of those three betas. The results of this study are presented in Appendix B. 

3.2.4 Obtaining the size of the problem 

After the optimal penalty coefficients were analyzed, the size of the problem was 

determined. Table 3- 8 demonstrates the results of simulations for various number of 

batteries. 

Table 3- 8: Determining the size of the problem 

# of 

Batteries 

Time 

span 

(h) 

Run 

time 

(s) 

Energy 
Obj. 

val. 

Penalty1 

val. 

Penalty2 

val. 

Penalty3 

val. 
𝛽0 𝛽1 

𝛽2 

(×10-

6) 

𝛽3 

100 8 68.9 15434 38.7 104 103 10 1 100 3.5 10 

500 8 417.2 126781 198.4 106 10-2 105 1 100 3.5 10 

1000 8 599.6 171437 395.2 105 104 103 1 100 3.5 10 

2000 8 597.0 2504580 791.0 105 104 106 1 100 3.5 10 

 

3.3 Discussion 

To improve the accuracy of results when solving an optimization problem using D-

Wave’s hybrid solvers, specifically for a BQM, it is necessary to fine-tune the model, 

parameters, coefficients, etc. 

By reformulating the constrained optimization problem with continues variables to an 

unconstrained problem in which all the variables are binary and their relationship is linear 
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and/or quadratic, along with conducting an OFAT sensitivity analysis based on the 

penalty coefficients, accurate results were obtained in terms of the objective function and 

penalty terms values, minimizing the objective, and providing feasible solutions where all 

the constraints are met. 

The sensitivity analysis was performed iteratively, and the pattern was observed in 

each simulation to see the trends of the outcomes by changes in 𝛽 values. A feedback 

loop was applied to update each 𝛽 coefficient when the results were more satisfactory. 

Most importantly, the size of the problem is considerably increased from 142 

batteries in the CQM method to around 2000 batteries in the BQM. There is also a 

significant increase in the number of variables from the BQM method to CQM. For 

instance, in an 8-hour timespan, the number of variables increases from 3200 binary and 

integer variables for CQM to 13616 binary variables for the BQM. Additionally, the run 

time decreases (e.g., around 25% for the same number of batteries and timespan) and the 

conclusion that was drawn in the previous chapter regarding the linear trend of 

computational time by a hybrid solver is still valid. 
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Chapter 4: Conclusion and Future Work 

      Two quantum computing-based models, using CQM and BQM, for battery 

scheduling were proposed in this thesis. D-Wave’s hybrid solvers, which are based on a 

quantum annealing approach, were utilized as the solvers. 

The CQM model was tested on up to 150 batteries of Tesla Powerwall batteries. The 

simulation results showed that the running time of the CQM method linearly increases by 

growth in the number of batteries, whereas this trend becomes exponential in a classical 

solver such as CPLEX. This offers a potential scalability benefit in solving large-scale 

battery scheduling problems. The ceiling on the number of batteries was limited by the 

current limitation, i.e., the number of qubits, associated with quantum computers 

hardware. However, adding only one qubit to available quantum computers would result 

in significant improvement in the number of batteries that could potentially be optimized 

by the CQM solver. Authors of the book [39]explain why by adding only one qubit the 

size of the problem doubles, which is a promising fact that will cause extraordinary 

development in the near future. 

To overcome the challenges associated with the number of qubits on the size of the 

problem, a novel BQM model was proposed. This model benefits from binary-only 

variables that decrease the run time considerably. This QUBO-appropriate model consists 

of the objective function and all the inequality and equality constraints in the form of 

penalty terms, all in one single equation. 
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Each penalty term requires a penalty coefficient, 𝛽, which can be adjusted to prevent 

the constraints overpowering the objective. However, tuning the 𝛽 values was a 

challenge. In this case, the initial estimations were obtained through experiments as well 

as assigning some initial values when the nature of the problem was considered. 

To find the optimal range of each 𝛽, an OFAT sensitivity analysis based on the 

penalty coefficients was performed which resulted in accurate results in terms of the 

objective function and penalty terms values, minimizing the objective, and providing 

feasible solutions where all the constraints are met. 

Considering all the challenges discovered while conducting this research, the 

following provide some suggestions for future work and continued investigation in this 

area:  

• Applying other quantum solvers: This research implemented hybrid quantum-

classical solvers (i.e., BQM and CQM solvers). However, quantum-only solvers 

such as QBSolv and Advantage Solvers could potentially provide additional 

insights to improving the scalability.  

• Integrating binary and continuous decomposition in the problem structure to 

speed up the computation time and increase the accuracy of the results. Currently, 

the CQM method uses an integer-based approach which results in higher accuracy 

in the expense of computational runtime. The BQM method uses a binary-based 

approach which improves the computational runtime and its scale considerably in 

the expense of lower accuracy. Therefore, integrated decomposition is expected to 

improve computational runtime, scalability, and accuracy.  
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• Considering other power distribution elements. Currently, this research considers 

battery as a stationary power asset that needs to be quantum compatible. 

However, including other power elements such as dynamic power assets (like 

electric vehicles) and the complexities around those, such as the time constraint 

on battery to charge/discharge in the case of EVs, could provide additional 

actionable insights.     
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Appendix A: Sensitivity analysis, approach one  

 
Figure A- 1: The generation of only one battery for initial estimation of 𝛽 coefficients 

 
Figure A- 2: Total generation of all batteries for initial estimation of 𝛽 coefficients 
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Figure A- 3: The generation of only one battery for 50% of 𝛽0 

 
Figure A- 4: Total generation of all batteries for 50% of 𝛽0 
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Figure A- 5: The generation of only one battery for 150% of 𝛽0 

 
Figure A- 6: Total generation of all batteries for 150% of 𝛽0 



44 

 
Figure A- 7: The generation of only one battery for 200% of 𝛽0

 

Figure A- 8: Total generation of all batteries for 200% of 𝛽0 
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Figure A- 9: The generation of only one battery for 50% of 𝛽1 

 
Figure A- 10: Total generation of all batteries for 50% of 𝛽1 
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Figure A- 11: The generation of only one battery for 150% of 𝛽1 

 
Figure A- 12: Total generation of all batteries for 150% of 𝛽1 
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Figure A- 13: The generation of only one battery for 200% of 𝛽1

 

Figure A- 14: Total generation of all batteries for 200% of 𝛽1 
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Figure A- 15: The generation of only one battery for 50% of 𝛽2 

 
Figure A- 16: Total generation of all batteries for 50% of 𝛽2 
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Figure A- 17: The generation of only one battery for 150% of 𝛽2 

 
Figure A- 18: Total generation of all batteries for 150% of 𝛽2 
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Figure A- 19: The generation of only one battery for 200% of 𝛽2

 

Figure A- 20: Total generation of all batteries for 200% of 𝛽2 
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Figure A- 21: The generation of only one battery for 50% of 𝛽3 

 
Figure A- 22: Total generation of all batteries for 50% of 𝛽3 
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Figure A- 23: The generation of only one battery for 150% of 𝛽3 

 
Figure A- 24: Total generation of all batteries for 150% of 𝛽3 
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Figure A- 25: The generation of only one battery for 200% of 𝛽3

 

Figure A- 26: Total generation of all batteries for 200% of 𝛽3 
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Appendix B: Sensitivity analysis, a systematic approach 

 

beta1 beta2 beta3 
Actual_o

bj_val 

Actual_pe

nalty1 

Actual_pe

nalty2 

Actual_pe

nalty3 

Enery(D-Wave-

reported) 

0.01 0.01 0.01 39.17 0.81 707658.92 125.44 707824.34 

0.01 0.01 1 32.63 0.53 544494.81 16384.00 560911.96 

0.01 0.01 100 38.27 0.68 876183.78 6400.00 882622.73 

0.01 1 0.01 39.37 0.67 62015191.00 0.81 62015231.85 

0.01 1 1 35.79 0.67 71341902.00 33856.00 71375794.46 

0.01 1 100 33.06 0.58 75998221.00 28900.00 76027154.64 

0.01 100 0.01 37.08 0.64 
5404709500.

00 
125.44 5404709663.16 

0.01 100 1 33.48 0.65 
7949313100.

00 
0.00 7949313134.13 

0.01 100 100 32.18 0.54 
6875934200.

00 
324900.00 6876259132.72 

1 0.01 0.01 33.95 61.00 647858.11 3893.76 651846.82 

1 0.01 1 33.79 66.00 609207.14 0.00 609306.93 

1 0.01 100 36.05 63.00 828476.50 8100.00 836675.55 

1 1 0.01 34.98 67.00 51291336.00 6658.56 51298096.54 

1 1 1 38.05 85.00 60930628.00 380689.00 61311440.05 

1 1 100 36.79 79.00 74847740.00 324900.00 75172755.79 

1 100 0.01 36.25 58.00 
5413247300.

00 
0.00 5413247394.25 

1 100 1 37.25 65.00 
6863933600.

00 
67782289.00 6931715991.25 

1 100 100 33.63 54.00 
6435918900.

00 
62500.00 6435981487.63 

100 0.01 0.01 39.13 7000.00 626063.75 7464.96 640567.84 

100 0.01 1 34.31 5800.00 634805.69 1.00 640641.00 

100 0.01 100 34.23 6300.00 570598.48 6400.00 583332.71 

100 1 0.01 37.84 7100.00 76912484.00 68486.89 76988108.73 

100 1 1 36.62 7200.00 67554809.00 16384.00 67578429.62 

100 1 100 33.52 5300.00 75098194.00 0.00 75103527.52 

100 100 0.01 32.23 5700.00 
6620471600.

00 
768778.24 6621246110.47 

100 100 1 36.21 6700.00 
6800738700.

00 
11025.00 6800756461.21 

100 100 100 36.04 7000.00 
5966577000.

00 
33177600.00 5999761636.04 
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