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Abstract

The development and implementation of the condition monitoring systems (CMS) play a significant role in overcoming the number of failures in the wind turbine generators that result from the harsh operation conditions, such as over temperature, particularly when turbines are deployed offshore. In order to increase the reliability of the wind energy industry, monitoring the operation conditions of wind generators is essential to detect the immediate faults rapidly and perform appropriate preventative maintenance. CMS helps to avoid failures, decrease the potential shutdowns while running, reduce the maintenance and operation costs and maintain wind turbines protected. The knowledge of wind turbine generators’ faults, such as stator and rotor inter-turn faults, is indispensable to perform the condition monitoring accurately, and assist with maintenance decision making.

Many techniques are utilized to avoid the occurrence of failures in wind turbine generators. The majority of the previous techniques that are applied to monitor the wind generator conditions are based on electrical and mechanical concepts and theories. An advanced CMS can be implemented by using a variety of different techniques and methods to confirm the validity of the obtained electrical and mechanical condition monitoring algorithms.
This thesis is focused on applying CMS on wind generators due to high temperature by contributing the statistical, thermal, mathematical, and reliability analyses, and mechanical concepts with the electrical methodology, instead of analyzing the electrical signal and frequencies trends only. The newly developed algorithms can be compared with previous condition monitoring methods, which use the electrical approach in order to establish their advantages and limitations. For example, the hazard reliability techniques of wind generators based on CMS are applied to develop a proper maintenance strategy, which aims to extend the system life-time and reduce the potential failures during operation due to high generator temperatures. In addition, the use of some advanced statistical techniques, such as regression models, is proposed to perform a CMS on wind generators. Further, the mechanical and thermal characteristics are employed to diagnose the faults that can occur in wind generators. The rate of change in the generator temperature with respect to the induced electrical torque; for instance is considered as an indicator to the occurrence of faults in the generators. The behavior of the driving torque of the rotating permanent magnet with respect to the permanent magnet temperature can also utilize to indicate the operation condition. The permanent magnet model describes the rotating permanent magnet condition during operation in the normal and abnormal situations. In this context, a set of partial differential equations is devolved for the characterization of the rotations of the permanent. Finally, heat transfer analysis and fluid mechanics methods are employed to develop a suitable CMS on the wind generators by analyzing the operation conditions of the generator’s heat exchanger. The proposed methods applied based on real data of different wind turbines, and the obtained results were very convincing.
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Nomenclature

Chapter 4

\( \tau_{ripp} \) - The ripple torque
\( \tau_{cog} \) - The cogging torque
\( \Phi_g \) - The air-gap flux
\( R_g \) - The air-gap reluctance
\( \varphi \) - The position of the rotor
\( B_r \) - The remanent magnetic densities at temperature T
\( B_{r\text{amb}} \) - The remanent magnetic densities at the ambient temperature
\( \alpha_B \) - The temperature coefficients for the remanent magnetic density
\( \alpha_H \) - The temperature coefficients for the coercive field intensity
\( T_G \) - The generator temperature
\( T_{amb} \) - The ambient temperature
\( H_c \) - The forced or coercive field intensities at the operation temperature
\( H_{c\text{amb}} \) - The forced or coercive field intensities at the ambient temperature
\( P_{el} \) - The electrical power
\( P_{mech} \) - The mechanical power
\( P_{loss} \) - The frictional losses power
\( P_{SL} \) - The stray losses
\( P_{F&W} \) - The friction and windage losses
\( P_{CL} \) - The core losses
\( P_{cu} \) - The copper losses
\( R_A \) - The armature resistance (the generator stator resistance)
\( I_A \) - The armature current flow (the phase current)
\( R_{th1} \) - The thermal resistance from the windings to the case
\( R_{th2} \) - The thermal resistance case to the ambient
\( \tau_{el} \) - The electromagnetic torque
\( K_M \) - The generator torque constant
\( E_i \) - The internal generated voltage
\( V_\Theta \) - The output phase voltage
\( X_s \) - The synchronous reactance of the generator
\( \omega_s \) - The generator synchronous speed
\( \delta \) - The torque angle of synchronous generator
\( \tau_m \) - The mechanical torque
\( \tau_{lacc} \) - The acceleration torque
\( J \) - The combined generator rotor and wind turbine inertia coefficient
\( \tau_{LS} \) - The low-speed side shaft torque
\( \tau_{HS} \) - The high-speed side shaft torque
\( \omega_L \) - The rotational angular speed of the low speed shaft
\( \omega_r \) - The rotational angular speed of the high speed shaft
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_{B,H}$</td>
<td>The moment of inertia of the turbine</td>
</tr>
<tr>
<td>$I_B$</td>
<td>The turbine blades moment of inertia</td>
</tr>
<tr>
<td>$I_H$</td>
<td>The turbine hub moment of inertia</td>
</tr>
<tr>
<td>$J_g$</td>
<td>The moment of inertia of the generator’s rotor</td>
</tr>
<tr>
<td>$D_1$</td>
<td>The diameter of the hub</td>
</tr>
<tr>
<td>$D_2$</td>
<td>The diameter of the generator’s rotor</td>
</tr>
<tr>
<td>$l$</td>
<td>The blades measured length</td>
</tr>
<tr>
<td>$b$</td>
<td>The average width of the blades</td>
</tr>
<tr>
<td>$\theta$</td>
<td>The blade angle</td>
</tr>
<tr>
<td>$d$</td>
<td>The center of mass displacement of the blades</td>
</tr>
<tr>
<td>$m_H$</td>
<td>The hub weight</td>
</tr>
<tr>
<td>$m_g$</td>
<td>The generator’s rotor weight</td>
</tr>
<tr>
<td>$t_1$</td>
<td>The number of teeth on the output gear</td>
</tr>
<tr>
<td>$t_2$</td>
<td>The number of teeth on the input gear</td>
</tr>
<tr>
<td>$\varnothing$</td>
<td>The magnetic flux</td>
</tr>
<tr>
<td>$N_c$</td>
<td>The coil turns of stator</td>
</tr>
<tr>
<td>$f_e$</td>
<td>The electrical frequency</td>
</tr>
<tr>
<td>$p$</td>
<td>The number of pole pairs</td>
</tr>
<tr>
<td>$\forall$</td>
<td>The cylindrical volume of the permanent magnet</td>
</tr>
<tr>
<td>$L$</td>
<td>The length of the permanent magnet</td>
</tr>
<tr>
<td>$r$</td>
<td>The radius of the permanent magnet</td>
</tr>
<tr>
<td>$\rho$</td>
<td>The density of the permanent magnet</td>
</tr>
<tr>
<td>$m$</td>
<td>The total mass of the of the permanent magnet</td>
</tr>
<tr>
<td>$A$</td>
<td>The cross section area of</td>
</tr>
<tr>
<td>$n$</td>
<td>The normal vector at a point of the permanent magnet boundary $\partial A$</td>
</tr>
<tr>
<td>$T$</td>
<td>The temperature in the cylindrical volume of the permanent magnet</td>
</tr>
<tr>
<td>$c$</td>
<td>The specific heat of the permanent magnet air</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>The thermal conductivity of the permanent magnet</td>
</tr>
<tr>
<td>$T_0$</td>
<td>The initial temperature of the surrounding</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>The heat transfer coefficient</td>
</tr>
<tr>
<td>$\omega$</td>
<td>The velocity of a point in the $x-y$ plan</td>
</tr>
<tr>
<td>$t$</td>
<td>The time</td>
</tr>
<tr>
<td>$h$</td>
<td>The convection heat transfer coefficient</td>
</tr>
<tr>
<td>$F$</td>
<td>The total levitation force in three dimensions of the permanent magnet</td>
</tr>
<tr>
<td>$B$</td>
<td>The magnetic field due to the induced currents in the permanent magnet</td>
</tr>
<tr>
<td>$m_z$</td>
<td>The permanent magnet mass in the $z$ direction</td>
</tr>
<tr>
<td>$\xi$</td>
<td>Abbreviation symbol</td>
</tr>
</tbody>
</table>
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\( Q_h \) - The heat loss of the hot fluid
\( Q_c \) - The heat gain of the cold fluid
\( \dot{m}_h \) - The mass flow rate of the hot fluid
\( \dot{m}_c \) - The mass flow rate of the cold fluid
\( c_{p,h} \) - The specific heat of the hot fluid
\( c_{p,c} \) - The specific heat of the cold fluid
\( T_{h,i} \) - The inlet temperature of the hot fluid
\( T_{c,i} \) - The inlet temperature of the cold fluid
\( T_{h,o} \) - The outlet temperature of the hot fluid
\( T_{c,o} \) - The outlet temperature of the cold fluid

\[ \text{LMTD} = \Delta T_m \] - The logarithmic average of the temperature difference
\( q \) - The heat flow per unit of mass (kJ/kg)
\( A \) - The area of the wind generator’s heat exchanger
\( U \) - The overall heat transfer coefficient
\( h_i \) - The internal heat coefficient
\( h_o \) - The external heat coefficient
\( \Delta P \) - The pressure drops of the flow streams through the heat exchanger
\( L \) - The effective pipe length of the heat exchanger
\( d \) - The pipe internal diameter
\( N \) - The number of pipes inside the heat exchanger
\( V_c \) - The cold fluid velocity
\( \rho_c \) - The cold fluid density
\( R_e \) - The shell-side Reynolds number
\( \mu_r \) - The cold fluid viscosity
\( \rho_0 \) - The cold fluid density at \( T_0 = 20^\circ C \)
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\( h(t) \) - Hazard function
\( T \) - The failure time
\( \beta \) - The Weibull distribution shape parameter
\( \alpha \) - The Weibull distribution scale parameter
\( f(t, \alpha, \beta) \) - The Weibull probability density function
\( R(t, \alpha, \beta) \) - The Weibull survival function
\( \sigma_x \) - The standard deviation of the group of data \( (x) \);
\( \mu_x \) - The average value of the group of data \( (x) \);

\( S(t) \) - The survival function
\( E(T) \) - The mean of the Weibull probability density function
\( S.D \) - The standard deviation of the Weibull probability density function
\( F(t, \alpha, \beta) \) - The Weibull cumulative distribution function
\( F(t) \) - The cumulative distribution function
MTTF - The mean time to failure
$R_m(t)$ - The reliability of the maintained system at time $t$
$MTTF_{var}$ - The variance of MTTF
$MTTF_{ML}$ - The median life of the MTTF
$MTTF_{S.D.}$ - The standard deviation of the MTTF
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GP - Generator power
OT - Ambient or outside temperature
NT - Nacelle temperature
CT - Generator cooling temperature
$y$ - Dependent variable (experimental value).
$\hat{y}$ - Dependent variable (predicted by a regression model)
$\bar{y}$ - The experimental value mean (mean value of $y$)
n - Number of independent variables (number of coefficients)
$x_i (i = 1, 2, ..., n)$ - The $i^{th}$ independent variable from total set of $n$ variables
$\beta_i (i = 1, 2, ..., n)$ - $i^{th}$ coefficient corresponding to $x_i$
$\beta_0$ - The intercept coefficient (or constant)
i=1,2,3,....,n - Independent variables’ index
k - The regression degree of freedom = The number of the independent variables
N - Number of observations (experimental data points)
$\varepsilon$ - Residual (the difference between the experimental and predicted value)
$\sigma^2$ - The error variance of term $y$
$SS_{RES}$ - The residual sum square
$SS_R$ - The regression sum square
$SS_T$ - The total sum of squares
$MS_{RES}$ - The residual mean sum square
$MS_R$ - The regression mean sum square
$\gamma$ - The confidence interval percent
$\theta^2$ - The residual mean square
$\beta_{jj}$ - The $j^{th}$ diagonal element of the $(\beta' \beta)^{-1}$ matrix
$\gamma_{jj}$ - The $j^{th}$ diagonal element of the $(X'X)^{-1}$ matrix
$F_0$ - The significance of regression statistical value.
$R^2$ - The coefficient of determination.
$S_{ii}, i = 1,2,\ldots,n$ - The corrected sum of squares for regressor $X_i$
$S_{jj}, j = 1,2,\ldots,N$ - The corrected sum of squares for regressor $X_j$
$\tau_{ij}$ - The correlation between the regressor $X_i$ and $X_j$
$\delta_{ii}, i=1,2,\ldots,n$ - The standardized regression coefficients.
w_{i}, i = 1,2,\ldots,k - The new length standardized regression scaling.
$SS_{LOF}$ - The lack-of-fit sum of squares.
\( SS_{PE} \) - The pure-error sum of squares.
\( F_{LOF} \) - The Lack-of-fit statistical value.
\( df_{LOF} \) - The lack-of-fit degree of freedom.
\( df_{PE} \) - The pure error degree of freedom.
\( h_{ij} \) - The \( ij^{th} \) element of the hat matrix \( H \).
\( VIF \) - The variance inflation factor.
\( \hat{T}_G \) - The predicted generator temperature.
\( \bar{X}_{\text{old},i} = 1,2,\ldots,k \) - The mean value of the old data
\( P \) - The degree of significant
\( H \) - The hat matrix
\( p \) - The regression degree of freedom–1
\( t_0 \) - The significance of the regression coefficient’s statistical value
Chapter 1. Introduction

1.1. Theoretical Background

The transition to using the wind energy remarkably was a very significant trend since the massive amount of the kinetic energy in the wind can be captured and converted to electrical power, which can be used in many purposes. Therefore, the rapid expansion of wind farms has drawn attention to operational and maintenance issues. The technology used in the manufacture and design of wind turbines has been developed dramatically, such as decreasing the weights of the turbine, reducing the undesirable noise, and achieving the maximum power tracking by applying felicitous control methods. Consequently, the captured annual output power increases with advanced wind turbines [1-4].

Increasing the number of wind monitoring stations and applying an advanced condition monitoring techniques lead to generating more power and reducing maintenance and operation costs from the wind energy. Checking the system components’ health, either by human-based resources or smart systems, helps to prevent and bring down the number of major breakdowns. CMS is one of the efficient methods that can be used in the wind energy application for early failure detection in order to prevent the turbine components from breakdown and reduce the cost for corrective maintenance. Detecting the failures at
an early stage leads to decreasing the downtimes, and revenue losses. Therefore, the maintenance schedule can be more accurate, and the possibility of increasing the system reliability can be available [5-8].

CMS provides detailed information about the wind turbine components’ condition by analyzing measured signals to predict and avoid the imminent failures that occur in the wind turbines’ components. The monitoring process involves sensor measurements to determine the operation condition of the system parts. Analyzing the measured signals is very significant in order to define their behavior during the operation, which helps to take appropriate action to prevent the occurrence of technical problems. Within the control part of the CMS, regulation of the processes is considered, which requires variables and various models to identify the system condition [5-11].

CMS plays a substantial role in establishing condition-based maintenance and repair, which can be applied to determine the appropriate time to replace a component such as the wind generator and considered more beneficial than corrective and preventive maintenance. CMS therefore, provides motivation to rethink the method of wind turbine maintenance by utilizing many different techniques for monitoring the health of the wind turbine components. This benefits the most from the fact that with early failure detection in particular, for the offshore wind turbines since their farthest locations and the difficulty of conducting maintenance operations losses.
Different CMSs which have been applied on wind turbines components provide a suitable opportunity for a wide research area to develop in the field of wind turbine structural health monitoring and onsite CMSs. Autonomous online CMSs with integrated fault detection algorithms allow early warnings of mechanical and electrical defects to avoid major component failures, and side effects on other components can be reduced significantly [12, 13,]. Several faults can be detected while the defective component is still operational. Thus, essential repair actions can be planned in time and need not be taken immediately, and this fact is of special importance for offshore plants where bad conditions, such as storm or high tide, can prevent any repair actions for several weeks [10, 14,]. Evaluating significant system component conditions, therefore, leads to improved recognition of faulty parts and will simplify the reduction in time and cost within maintenance.

In general, applying a modern condition monitoring on the parts that permanently faced failures such as gearboxes and generators of the wind turbines amplifies the generated wind power and helps to reduce the operation and maintenance costs particularly which increases the reliability of the wind energy. There is a need, therefore, to develop active fault prediction algorithms, and those algorithms can be utilized to implement CMS on the wind generators.
1.2. Motivation

Condition monitoring of wind turbine generators can greatly reduce the maintenance cost and downtime for a wind turbine. Furthermore, an accurate maintenance plan can be applied by adopting the policy of CMS in order to increase the system reliability. The wind generator is one of the most significant parts of a wind turbine that are exposed to failures due to various causes such as high temperatures while running. Therefore, applying condition monitoring on these active components is very beneficial. Increased attention has been given to the manufacturers, and engineers to avoid the technical problems that occurred by wind generators during running. Various research concentrates on applying CMS on wind generators by creating different algorithms based on electrical methodologies. However, almost none of the studies have looked to use the statistical, mechanical, and thermal theories to apply an effective CMS on wind generators.

The thesis’s main objective is presenting different techniques and algorithms, such as statistical, mechanical, reliability, and thermal analyses in order to apply CMS on wind generators due to different reasons, such as high temperatures of wind generators. In addition, the research presents on the types of wind generators’ failures in order to study the causes and effects of such failures and develop the proposed techniques that are used in CMS of wind generators.

This research is not only general research about the application of classic methods of CMS on wind turbine generators field but also is the implementation of modern
algorithms to apply a CMS on wind turbine generators effectively. Previous research utilizes some methods to apply a condition monitoring on the wind turbine generator. In this research, various techniques are created to apply an effective CMS on the wind turbine generator.

1.3. Thesis Organization

This report is arranged and organized as follows: Chapter two provides a theoretical background about the CMS and the fault detection mechanism. Further, this chapter presents an overview of the most important previous literature that is interested in applying CMS on wind generators. Through this chapter, different algorithms and techniques are presented in the field of the wind generator’s CMS. Chapter three describes the synchronous generator and induction motors failure modes. This chapter demonstrates the differences and similarities in the structure and faults for both induction and synchronous generators, which are the most widespread generators that are used in the wind turbines industry.

The thesis presents four different methods to apply CMS on the wind generators. Chapter four introduces the first method, which consists of three different algorithms are used to explain the application of CMS on the wind generators. The first algorithm concentrates on the use of the electrical torque pulsations as an indicator to monitor the generator health under different operation conditions. The mechanical torque is utilized to
evaluate accurate values of the electrical torque with respect to the acceleration torque. Through the second algorithm of the first method, the rate of change in the generator temperature with respect to the induced electrical torque is utilized to determine the faults in the wind generators. The last proposed algorithm of the first method links the mathematical, thermal, and mechanical analyses with the electrical methodology to apply CMS on the wind generators. The proposed approach is based on determining the torque of the permanent magnet of the generator with respect to the temperature of the permanent magnet, which is slightly higher than the generator temperature to implement CMS on the wind generators. The application of heat transfer analysis through wind generator’s heat exchangers to apply CMS on wind generators is presented in Chapter five. The proposed method discusses the use of the heat transfer and fluid mechanics relations to indicate the faults that occur on the wind generators due to the increase in the heat loss. The heat loss parameter with respect to the logarithmic average of the temperature difference of the generator’s heat exchanger is a significant indicator to define the generator operation condition. Chapter six presents the application of Hazard reliability analysis method to implement a proper maintenance strategy of wind generators based on CMS. The proposed technique is utilized to estimate the failure rates, survival rates, and the mean time to failures parameter based on the expended operating hours of the wind turbines. The use of the statistical regression models to apply a suitable CMS on the wind generators is presented in Chapter seven. The proposed method shows two types of regression models. The first type is the standard multiple linear regression model, which can be used in the linear pattern between the response and the independent variables of the model. The second
type is the polynomial regression model, which can be applied when a curvilinear relationship is existent between the response and the model’s independent variables. In addition, the influence of the heat loss on the generator’s temperatures is presented based on the utilization of the regression technique. The final chapter contains a conclusion of the work and a number of recommendations for future research.
Chapter 2. Condition Monitoring System Background and Literature Review.

The failures of wind generators, which occur in various forms have increased remarkably. External factors—such as harsh climate and variable electrical loads—cause abnormal operation conditions. However, wind energy shows a growing reliability due to advanced implementation of the monitoring systems recently. The development of the electric wind generators is one of the most robust accomplishments of the modern energy conversion industry. However, due to the primary restrictions of material lifetime, impairment, manufacturing deficiency, or damages in running, an electrical generator certainly will face unexpected failure, and applying a condition monitoring technique before the occurrence of failure is required. With the help of condition monitoring and fault diagnostic techniques, therefore, the proper maintenance can be scheduled to avoid the imminent failures and the operation cost could be reduced. This chapter is divided into two main parts. The first part submits a theoretical background about the CMS process. Then, a review of the most important research which is related to the implementation of CMS on the wind generators is presented [6], [15-18].
2.1. Condition Monitoring System Theoretical Background

Condition monitoring system for wind turbine components is significant for developing an effective maintenance program, which increases the generated wind power and reduces operation and maintenance expenses. An inclusive monitoring system provides diagnostic information on the health of the turbine components, and issues warnings to the maintenance crew that potential failures or critical malfunctions might be imminent. CMS, therefore, can be used to schedule maintenance tasks or repairs before a technical problem causes downtime in the whole wind turbine. Further, CMSs focus on the most expensive components, such as the generator, gearbox, and blade. However, high-level knowledge on component condition monitoring cannot be accessed quickly because of the difficulty in conducting fault experiments and the lack of field failure records. On one hand, wind farm operators are wary of adopting expensive technologies without reasonable economic justification. On the other hand, wind turbine generators (WTGs) and their associated equipment in wind farms are connected to a supervisory control and data acquisition (SCADA) system, which archives comprehensive historical signals, fault information, environmental conditions, and operational conditions [13, 14]. Using the monitoring parameters of an SCADA system is the most feasible and economical approach to assessing WTGs conditions.
The CMS techniques can be divided into two categories: off-line monitoring and on-line monitoring. The wind turbine must be taken out of service in order to allow the maintenance crew to inspect the conditions through the off-line monitoring. Usually this monitoring technique is applied as routine or scheduled maintenance at regular intervals. The maintenance includes verification of the oil condition and inspection of the functioning of the system components and the control systems. The on-line monitoring, on the other hand, provides enough details about the performance of the turbine subsystems while they rotate under different loading conditions. In recent years, many advanced on-line monitoring systems have been introduced to wind generators. The most common ones are vibration monitors, temperature monitors, electrical current monitors, and fluid contamination monitors [6, 7], [9-12], [19].

The most important components of a wind generator, which faced failures are the bearing, stator, and rotor. Table 2.1 presents the failures proportions of the induction generator components. The table emphasizes that the technical faults, which occur due to the stators and bearings of the wind turbine’s induction generators are very significant [20]. In general, the most failures that occur in the wind generators are due to the bearing, stator, and rotor, which requires the attention to understanding the causes of these failures.

Table 2.1 The failures proportions of the induction generator components, [20]

<table>
<thead>
<tr>
<th>Generator Components</th>
<th>Failure Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bearing</td>
<td>40%</td>
</tr>
<tr>
<td>Stator</td>
<td>38%</td>
</tr>
<tr>
<td>Rotor</td>
<td>10%</td>
</tr>
<tr>
<td>Other parts</td>
<td>12%</td>
</tr>
</tbody>
</table>
On the other hand, the implementation of the fault detection system, such as SCADA is very sensitive since it should have appropriate actions in a limited time to analyze the collected signals. SCADA system in turn, provides remote monitoring by collecting data from the system and sending them to a central computer for monitoring and control usages. Most likely, the faults in generators can be detected by several methods like current measurement and Fast Fourier Transformer [20-23]. The basic fault detection framework of wind generators can be presented as shown in Fig. 2.1. The collected data, which are related to the system physical conditions, must be analyzed through the signal processing phase. Through this phase, the signals are converted into digital numeric values, which can be manipulated by a computer. Then, noise reduction process is necessary to remove the noise from the signals. After that, classification process is required in order to categorize the signals based on the operation condition.

The faults can be categorized in different levels of urgency and system responses; for instance, they can be a caution, warning, or alarm. The caution condition indicates that there is a need of service or adjustment of the generator. However, the system will not be affected when the maintenance does not perform within a specified period. The warning condition denotes that there are some measurements within the generator system are not acceptable, and their trend is outside of the normal operating limits. Continuing in this situation will lead to serious damages or failures in the generator system. An imminent failure might occur in the alarm condition. In general, this condition indicates that the situation is very critical for the whole system as well as to the personnel. Instantaneous
shutdown is the common action in this emergency case [16], [25-30]. A number of practical approaches are available to identify the faults which are listed and explained briefly as follows:

- System identification approach (Estimated parameters):

  In this approach, the system identification parameters are considered in set values. The set values are compared with inputs and outputs in order to detect the faults. This method is successfully used, especially in the accurate linear processes [16], [25-30]. Figure 2.2 illustrates the system identification approach.
Observer-based approach:

The observer-based approach is based on Kalman filter (recursive estimators), which is utilized in order to calculate the residuals that are the observation error. This algorithm uses a series of measurements observed over time, containing noise (random variations), which results in estimations of unknown variables that seem to be more accurate than those based on a single measurement [16], [25-30]. Figure 2.3 shows the mechanism of the observer-based approach.
• Signal analysis approach:

This model is based on time and frequency signal analysis. Spectrum analysis methods are used in this approach, such as Cepstrum (includes Fourier Transformer) and envelope curve, which derive faults. This approach has successfully been applied to estimate the lifetime and other diagnosis purposes, especially in the rotating machinery [16], [25-30]. Figure 2.4 shows the mechanism of the signal analysis approach.

• Artificial intelligent (AI) and expert systems approach:

In the complex processes, an expert system can be used to model and evaluate the current conditions along as measured signals. Fuzzy techniques and Neural Networks have also been considered in the fault detection systems [16], [25-30]. Figure 2.5 shows the mechanism of the Expert system approach.
In general, there are various techniques, which can be applied to diagnose and provide signs of the imminent failures that occur on the wind generators in order to
implement preventive maintenance opportunely. Table 2.2 displays a classification of the fault diagnosis techniques based on different methods.

<table>
<thead>
<tr>
<th>Fault diagnosis Technique</th>
<th>Fault Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulations-based fault analysis</td>
<td>Finite-element analysis. Time-step coupled finite element state space analysis.</td>
</tr>
</tbody>
</table>

2.2. Literature Review

Condition monitoring and fault diagnosis of the wind generators have been covered in past literature. Researchers have improved several condition-monitoring techniques that
can apply on the wind generators and increase the reliability of the wind energy industry. For instance, the analysis of the generator temperature trend based on the Nonlinear State Estimate Technique (NSET) is proposed to apply a CMS on wind generators [15]. The differences between the estimated generator temperatures values of the proposed model and the generator temperatures, which are measured by SCADA can be used as an important indicator to identify the faults that occur due to the elevated temperatures of the wind generators. When the generator experiences a fault, new observation vectors will deviate from the standard working space, and the NSET estimate of the residual distribution and its time development will change. The moving window averaging approach is used to find out the statistically significant changes of the residual mean value and standard deviation in an efficient manner. An incipient failure will be flagged when the residual mean value and standard deviation exceed previously the specified thresholds. The results of the proposed method emphasize that the initial failure can be defined when the residuals between model estimates and the measured generator temperature become significant. The method identifies the generator over temperatures before the damage is occurred, which results in a complete shutdown of the turbine. Figure 2.6 shows the residual between the NSET technique and real generator temperatures is almost zero, which confirms the validity of the proposed model.
Yang Wenxian, P. J. Tavner, and Michael Wilkinson discussed the use of the mechanical characters to diagnose the electrical faults that occur in the wind generators when they operate under different conditions [16]. The authors proposed the use of the Continuous Wavelet Transform function (CWT) to analyze the power signal based on a valid signal processing technique, which helps to detect the mechanical and electrical faults in the wind generators. They assumed that when the electrical torque varies slowly relative to the electrical grid frequency, a steady-state condition (the mechanical torque is equivalent approximately to the electric torque) might be taken for the analysis. A stator winding fault in the generator is simulated on the test rig by simultaneously shorting three coils, which are installed on the stator of the generator. When the connection state of the coils changes periodically, the behavior of the produced electrical torque with respect to
the rotational speed of the generator’s rotor will change dramatically, which determine the generator operation condition.

The torque/speed signals will significantly increase when the coils of the stator are shorted, and the corresponding synchronous reactance of the generator decreases remarkably (fault condition). On the other hand, when the coils of the stator are well-connected, the torque/speed signals will significantly decrease and the corresponding synchronous reactance of the generator increases as shown in the Fig. 2.7, which presents the time-waveforms of the torque speed signals. The drawback of the proposed work is limited in the assumption of balancing the mechanical and electrical torque. In the real conditions, the generator torque is reduced by the acceleration torque, which needs to be estimated to evaluate accurate electrical torque values.

![Figure 2.7 The torque/speed signals trend when the coil is connected/shorted [16].](image-url)
Condition monitoring of the power output of the wind turbine generators by using the wavelets is discussed in another paper [17]. The mechanism of the work supposes that by monitoring the power at modest frequencies and by applying a CWT to the resulting data, the magnitude of the component at twice slip frequency divided by pole pairs (2sf1/p) might be tracked a rotor eccentricity. Rotor eccentricity is often the result of increased bearing wear and can be determined by monitoring the power of the variable-speed wind turbines at reasonable frequencies based on the application of the CWT. The proposed technique applied on two Doubly Fed Induction Generators (DFIGs) that have 1.5 rated power. The use of the CWT to extract the strength of the frequency components and the bearing’s faults characteristic. The trend of the Root Mean Square wavelet power amplitude (RMS) of a 1.5 MW wind turbine with respect to the frequency of 2sf1/p is shown in Fig. 2.8.

![Figure 2.8 Daily root mean square value of the CWT of the 1.5-MW wind turbine power corresponding to a frequency of 2sf1/p [17].](image)
The obtained results of the proposed techniques show a sudden increase in the RMS power amplitude leads to a failure in the generator’s bearing through the 5th day of the applied experiment.

In Ref. [18], an assessment of the failure detection techniques is applied in order to detecting the faults of the wind turbine generator’ bearings based on the homopolar current component of the stator of the induction generators. The proposed technique adopts the use of the Ensemble Empirical mode Decomposition (EEMD) as a method for detecting the failures, which occur due to the bearings of the wind generators in the stationary and non-stationary cases steady without requiring any training database. The homopolar current component decomposes into substantial mode functions through the EEMD, which is the Empirical Mode Decomposition (EMD) free mixed mode version. The authors found out that the 4th Intrinsic Mode Function (IMF) is the most energized mode, which can be utilized for bearing health monitoring based on the statistical criterion of the experimental data as shown in Fig. 2.9. The achieved results clearly demonstrate that the 4th IMF can be used as an indicator for bearing health monitoring.

Additional research spotlights on the failures that occur on the wind generators due to the bearing faults [32]. Gong Xiang and Wei Qiao present a condition monitoring technique, which is based on monitoring and analyzing the stator current Power Spectral Density (PSD), for bearing fault detection of direct-drive WTGs. In order to convert the variable fundamental frequency of the stator current to a fixed frequency, an appropriate
interpolation/up-sampling and down-sampling algorithms are designed according to the estimated primary speed of the WTG. The characteristic frequencies of bearing faults, consequently, can be clearly identified from the resulting stator current PSD. The approach of the proposed method can be summarized in Fig. 2.10.

Figure 2.9 Current homopolar component 4\textsuperscript{th} IMF for healthy and faulty bearings [18]

![Figure 2.9 Current homopolar component 4\textsuperscript{th} IMF for healthy and faulty bearings](image)

Figure 2.10 The schematic diagram of the stator current spectrum analysis method [32].

![Figure 2.10 The schematic diagram of the stator current spectrum analysis method](image)
The results of the proposed experiment show that the detection of the bearing outer-race and inner race defects for a direct-drive WTG is possible. Figure 2.11 presents the pulsation of the PSD of the stator currents for the wind generator with the healthy and outer-race faulted bearings.

![Figure 2.11 Comparison of the PSD of the stator currents for the WTG with the healthy and outer-race faulted bearings](image)

Damian S. et al. propose a model in order to detect the wound rotor induction generator bearing faults based on the stator current analysis [33]. The main concept of the proposed work is based on the analysis of the produced electrical signal, which can be used to localize the outer race bearing faults in the wound rotor of a 30 KW induction machine. The technique first establishes a time-steeped simulation, which is an analytical machine model in order to detect the faults of the induction generator's bearings. Then, the results of the time-stepped simulation are utilized to test the stator current spectral signatures of
the typical bearing faults. The initial bearing fault causes air-gap variations, which produce numbers of low magnitude faults in the frequency components that appear in the current signal. In fact, the use of the conventional current signature analysis techniques creates a difficulty for detecting the bearing faults since the complexity of the current. Therefore, the authors suggest an alternative technique based on the spectral analysis of the complex current in order to improve fault detection. A test rig is performed on the wound rotor of the induction machine to introduce the severity of the bearing faults and confirm the model validity. Figure 2.12 shows the variation of the fault frequency amplitude with respect to the defect width for the machine, which operates at 1630 rpm. The collected results demonstrate the suitability of the use of complex signals as fault severity trend indicators since the amplitude of the fault frequency linearly increases with the fault severity.

![Graph showing the fault frequency amplitude against fault severity.](image)

Figure 2.12 The fault frequency amplitude against fault severity [33].
Condition Based Maintenance (CBM) strategy can be used in order to decrease the operation and maintenance costs of wind power systems. Wu Bairong et al. propose a CBM optimization approach based on the Artificial Neural Network (ANN) prediction information [34]. The component such as the wind generator can be monitored at different inspection points in order to estimate the predicted failure probability with respect to the turbine levels. The optimal threshold failure probability values can be determined by applying the CBM optimization. Thus, at each inspection point, a decision needs to be made in order to determine the component condition. The proposed maintenance policy is defined by two failure likelihood threshold values at the wind turbine level. The use of the Artificial Neural Network-based health condition prediction is for determining the lifetime distribution of the component. Based on the simulation of the proposed technique, the maintenance type can be specified. The methodology of the proposed method is presented in Fig. 2.13, which includes three proposed phases. The goal of the first phase is determining the ANN lifetime prediction distribution. Evaluating the optimal failure probability of the component is defined in the second phase. Then, the proper maintenance type that should be applied on the component is specified through the third phase.

The generator output power and rotational speed can be utilized to derive the fault signal and apply efficient CMS on the wind generators. Wenxian Yang et al. present a detection algorithm based on the continuous-wavelet-transform and adaptive filter to track the energy in the specified time-varying fault-related frequency bands in the power signal [35].
Figure 2.13 The proposed methodology of the CBM approach by using ANN prediction technique [34].
The central frequency of the filter is controlled by the generator speed since the filter bandwidth is adapted to the speed fluctuation. The proposed method is applied on a wind turbine drive train with the aim of the test rig to achieve satisfactory results. Figures 2.14 and 2.15 illustrate schematic diagrams of the test rig of a wind turbine drive train with permanent-magnet synchronous generator and induction generator respectively. The proposed test rig is applied with synchronous and induction generators, which are installed in order to determine the differences of both the mechanical and electrical faults due to the mechanical unbalance faults of the generator’ rotor.

Figure 2.14 Schematic diagram of a wind turbine drive train test rig with permanent-magnet synchronous generator [35].
Additional research can be reviewed quickly suggests different techniques to apply CMS on the wind generators. For instance, using the analysis of the time and frequency domain to apply CMS on the wind generators is presented in Ref [36]. The authors emphasize that by monitoring the stator and rotor current line trend when both the stator and rotor of the generator are under unbalanced force, the detection of the generator faults is possible. In order to diagnosis the faults in the generators—such as turn-to-turn fault, broken rotor bars—and static or dynamic eccentricity, the authors apply the Machine Current Signature Analysis (MCSA) method—which is employed as a noninvasive online or offline monitoring technique.
Li Yanyong presented the principles of the CMS that can be applied on the components of the wind turbines [7]. The root reasons of the failures that occur in the wind turbine components are reviewed to implement the CMS properly in the wind farms. In addition, the important requirements to apply an effective CMS on the wind turbine’s components, such as understanding the component structure and the mechanism of work of the component are presented. The author pointed to the need for an accurate analysis of the data to assess and determine the machine condition properly.

A. Yazidi et al. present a simulation to design efficient diagnostic systems oriented to the wind turbines that are working with the Doubly-Fed Induction Generator (DFIG) [37]. For this purpose, a complete system has been analyzed to study the influence of the electrical faults on the induction machine, which aims to implement the proper maintenance that can be applied. The proposed simulation is based on different experiments, which are accomplished to examine the electrical trend of the DFIG. These experiments describe different electrical faults, such as the stator phase unbalance faults, rotor phase unbalance faults, and turn-to-turn faults. For instance, the rotor phase unbalance is simulated with different resistances in the machine rotor phases, and the fault can be detected in the control system rotor voltages, which are unbalanced if the system is current-controlled. The study helps to increase the time of the produced energy by reducing the undesirable load operating time and the incidences of the faults.
As reported by Kevin Alewine, and William Chen at the Electrical Insulation Conference 2011, several widespread failure types have been specified [38]. They reviewed the failures for over 1200 of wind turbine generators and discovered that half of the failures were electrical in nature due to mechanical failures of the insulation structure. The authors confirm that the electrical failures occur because the wind generators are commonly exposed to voltage irregularities, mechanical stresses, and sometimes are effected by poor power quality from the IGBT based convertors, which used in the most wind turbines. Furthermore, they investigate that many of the failures occur due to the improper lubrication methods that are used in the maintenance operations and poor insulated materials. The authors confirm that the high quality of materials, which are used in the insulation and the appropriate maintenance can reduce the most electrical failures once a machine is operated.

Condition monitoring techniques for the electrical equipment are also presented in Ref. [25]. The study describes some of the monitoring methods that are used to perform CMS on the generators, and induction motors. The authors demonstrate in detail the causes and effects of the stator-winding faults, rotor body faults, rotor winding faults, and stator–core faults for the electrical generators. In addition, some general monitoring techniques for the induction motors, such as vibration monitoring, and current monitoring are proposed in this study. The study also points out to the benefits that could be obtained through the utilization of advanced signal processing and artificial techniques in developing CMS.
Analyzing the total power signals, which are measured from the terminals of the wind generator based on the approach of Empirical Mode Decomposition (EMD) is proposed in Ref. [39] in order to detect the generator faults. The authors emphasize that the EMD technique, which are attributed to its intrinsic locally adaptive property can show a great success in dealing with the non-stationary and the nonlinear wind turbine signals. In addition, the EMD can be considered as a tool to monitor the produced power of the wind generators based on analyzing the power signal into a finite number of Intrinsic Mode Functions (IMFs), which are able to indicate the change of the machine running condition. Finally, the authors confirm that the computational algorithm of the EMD is more efficient than the traditional wavelet analysis in online CMS since the EMD can be utilized for detecting the drive train mechanical faults and the generator electrical faults.

Using Fourier transform and the wavelet analysis techniques are very common for detecting the generator rotor misalignment and bearing faults. H. A. et al. propose the use of Fourier analysis technique for detecting the abnormal signals such as seen in the variable speed electrical generators, based on the analysis of the generator power signals [28]. In addition, the authors point out to the use of the wavelets transform in the analysis of the generator current waveforms for the fault diagnosis of the generator broken rotor bars. The authors present an example of broken rotor bars and air-gap eccentricity faults, which are very widespread and required applying vibration monitoring based on the analysis of the current signals [26].
The condition assessment of wind turbine generator systems (WTGSs) requires comprehensive information on most components. It is very obvious that the majority of the aforementioned papers, which are interested in the implementation of the CMS on wind generators, deal with the analytical electrical methodologies and theories to create suitable algorithms and techniques. Through this literature, the electrical faults and failure modes of the induction and synchronous generators are presented. However, this research suggests different techniques and methods, which carry diverse analyses, such as statistical, mechanical, electrical, reliability, and thermal analyses to apply CMS on the wind generators. [8], [40-44].
Chapter 3. Faults in the Synchronous Generator and Induction Generator.

In order to implement an effective CMS on wind generators, knowledge of the wind generators’ failure modes is required. This chapter presents two types of the most popular generators used in the wind industry; synchronous and induction generators. The construction of each wind generator is explained; then, the faults that are related to each type are presented.

3.1. Introduction to the AC Generators

The most used generators in wind energy systems include doubly-fed induction generators and direct-drive permanent-magnet synchronous generators. Even though wound-rotor synchronous generator is not so common, it is becoming an available alternative because of grid-code requirements, such as voltage support during fault situations, control of reactive power in a given range, limiting maximum power generation, and start-up current transients [45, 46]. In general, AC motors are classified in three categories: synchronous motors, induction motors (asynchronous motors), and the series wound-motors. This research is concentrated on the first two types synchronous and induction generators.
The synchronous generator is the most common type used in large wind turbines. This generator operates at synchronous speed regardless of the electric load’s volume, and it does not have any self-starting torque. The synchronous generator is defined as a double machine; whereas, the rotor field winding is excited using the DC source, and the stator field winding is excited using the AC source. In the synchronous generator, a DC current is provided to the rotor winding to produce a rotor magnetic field, which in turn, induces a three-phase voltage within the stator winding. Furthermore, the synchronous motor runs at the leading power factor from the lagging power factor by changing the excitation [26-28], [31, 38,]. On the other hand, the three-phase set of the stator currents generates a rotating magnetic field, which causes the rotor magnetic field to align with it. Synchronous generators can be classified based on how the rotor is magnetized. There are two types of synchronous generators. The first type is called the Stationary Field Synchronous Generator (SFSG), in which the winding field on the stator incorporates the DC to create a stationary magnetic field. The Permanent Magnet Synchronous Generator (PMSG) represents the SFSG type. The second type is called the Revolving Field Synchronous Generator (RFSG), in which the rotating magnetic field is induced by the DC field winding on the rotor that is powered by slip-rings/brushes.

The most common synchronous generator used in the wind energy industry is the Permanent Magnet Synchronous Generator (PMSG), since this type does not require a DC supply for the excitation circuit, nor does it have slip rings and contact brushes. It operates at low speed and can attach to the wind turbine without a gearbox as shown in Fig. 3.1.
This figure illustrates a scheme of wind turbine that works with PMSG, and a rectifier to convert the Alternating Current (AC) to Direct Current (DC). The inverter takes the DC power that is supplied by the storage battery bank and electronically converts it to the AC power. In order to increase the voltage to a suitable level for transmitting the produced energy to the connection point, there is a transformer between the wind turbine terminals and the power grid [29].

![Diagram of wind turbine components](image)

Figure 3.1 A scheme of the wind turbine works with the PMSG, [28, 29,]

On the other hand, induction motors run at a velocity less than the synchronous velocity which is decreased when the electric load based on the self-starting torque is increased. The induction motor is classified as a single machine where the field of the stator winding is excited using an AC source, and it works under a lagging power factor. The Doubly Fed Induction Generator (DFIG) is the most common of the induction motor series that is used in small wind turbines. The DFIG is a wound rotor machine, in which the rotor circuit is connected to an external variable voltage, and the frequency source via slip rings with the stator is connected to the grid network. Figure 3.2 depicts the wind turbine works with the induction generator; whereas, the stator winding of the induction generator is
connected directly to the grid, and the rotor of the induction generator is driven by the gearbox of the wind turbine. In order to produce power, there are two important requirements that should be considered. First, the speed of the induction generator must be slightly above the synchronous speed. Second, reactive power is required to establish the air gap magnetic flux. A capacitor bank or synchronous condenser is used to provide the induction generator with reactive power in the case of a standalone system. In the case of a grid connection, the reactive power is drawn from the grid in order to maintain the air gap magnetic flux [29]. In order to understand the electrical and mechanical deficiencies within existing generators, it is instructive to examine archetypes of these generators. The structures of the synchronous and induction generators are demonstrated in the following sections.

![Diagram of wind turbine and induction generator](image)

**Figure 3.2** A scheme of the wind turbine works with the induction generator, [28, 29.]

### 3.2. Synchronous Generator Main Structure.

The synchronous generator is an AC rotating machine, the speed of which is proportional to the frequency of the current in the generator’s armature under a steady state
condition. The magnetic field is created by the armature currents, which rotate at the same velocity as the rotor field current. The rotor, in turn, rotates at the synchronous speed and produces a regular torque. The synchronous generator can be categorized as a rotating-armature generator, where the armature winding is on the rotor and a field system is on the stator, or it can be categorized as a rotating-field type where the armature winding is placed on the stator and the field system is on the rotor. Figure 3.3 displays a section of the synchronous generator structure.

![Figure 3.3](image)

The windings in the synchronous generators produce the magnetic field (rotor windings for synchronous machines), and the armature windings of the synchronous generators induce the voltage (stator windings for synchronous machines). Figure 3.4 displays the construction of a PMG in a cross sectional view. The PMSG is made by using Neodymium Iron Boron or Samarium Cobalt, since they can be classified as high-energy
rare earth materials. In order to maintain the permanent magnet on the shaft, a high strength metallic or composite containment ring is used. The static iron core is made of laminated electrical grade steel. The electrical windings are made from high purity copper conductors. The entire armature assembly is impregnated by using high temperature resin or epoxy.

Figure 3.4 Permanent magnet generator cross-sectional view, [28, 29,]

The most important parts of the synchronous generators, which generally face collapse, can be presented very briefly as follows:

3.2.1. The Stator

The armature winding of a classic synchronous generator is attached to the stator and is usually a three phase winding. The stator frame is made of thick steel plates to prevent distortion during operation as shown in Fig. 3.5. The stator frame should be robust
and ruffed in order to bear the mass of a stator core and resist the bending stresses and deflections. The frame bore is designed to ensure a uniform air gap between the rotor and stator, thereby minimizing the unbalanced magnetic pull.

The stator core consists of segmented and insulated laminations of cold-rolled low-loss silicon steel, which is clamped between substantial side plates. Laminations are stacked up with a controlled burr in order to ensure insignificant losses. Lamination steel is selected based on project requirements. The core is built inside a structural cage, which is then inserted into the frame. Figure 3.6 illustrates the shape of the stator core. The internal boundary of a three-phase stator has an integer number of slots and three identical coils of wire, which is distributed in multiple stator slots with many turns. Figure 3.7 shows an assembly stator picture of a PMSG.
3.2.2. The Rotor

There are two types of rotor structures, which are related to the PMSG: the round or cylindrical rotor and the salient pole rotor. The round rotor structure type is used for
high speed synchronous machines, while salient pole structure is used for low speed applications. The rotor of a synchronous machine is designed to rotate satisfactorily at a continuous synchronous speed according to certain standards involving the application of the generator. The central part is the shaft, which has journals to support the rotor assembly in the bearings. In the axial mid-section, the rotor core is located, which is embodying the magnetic poles. Figure 3.8 shows a picture of a PMSG rotor.

![Figure 3.8 Rotor of a 3-phase PMSG](image)

When the rotor is round it is called ‘‘nonsalient pole’’, and when the rotor has protruding pole assemblies it is called ‘‘salient pole’’ construction. The nonsalient pole construction has magnetic poles, which is created by direct current, and located in the slots at the outside diameter of the rotor. The coils are restricted in the slots by the slot wedges and at the ends by rings on the large high-speed rotor. This construction is not appropriate for use on a motor requiring self-starting since the rotor surface, wedges, and rings are
overheated and melted from the high currents of self-starting. Figure 3.9 shows the anatomy of a rotor with shaft-mounted outboard exciter. The salient pole construction can also be integral with the rotor lamination and mounted directly to the shaft. The excitation current is transmitted by using the salient poles, which have exciting coils around them. An appropriate cage winding in the face of the rotor poles usually with pole-to-pole connections is employed to dampen the shaft torsional oscillation and repress the harmonic variation in the magnetic waveform. Usually, on the shaft there are two axial or radial fans to supply airflow in order to maintain the machine temperature within the limits specified and to ensure the temperature distribution across the field and the stator windings is uniform.

![Figure 3.9 The anatomy of the rotor with shaft-mounted outboard exciter, [28, 29,]](image)

### 3.2.3. The Bearing

Bearings are a critical component and their design is very significant for all rotating machines in order to resist the mechanical, electrical, and thermal stresses. The generator
is equipped with two ball bearings, which are mounted at both ends of the shaft for rotor support. The bearing metal is of sleeve type made of cast steel lined with Babbitt metal [47]. In order to prevent the inflow of the shaft current insulated metal, which is located opposite the coupling side is adopted for the bearing. The estimation of the bearings wear with suitable installation and running conditions is always possible since the easiness of dealing with them. In addition, bearings are usually renewed when the machine is serviced. Early breakdown of the bearings results in excessive vibration and even rotor eccentricity to the point of contact between the stator and the rotor on the small air-gap machines. Figure 3.10 shows a bearing picture of a PMSG.

![Bearing of a 3-phase PMSG](image)

Figure 3. 10 Bearing of a 3-phase PMSG, [28, 29,]

### 3.3. Induction Generator Main Structure

The structure of the induction generators (asynchronous generators) is less intricate than the construction of the synchronous generators. The asynchronous generators require
no brushes and relatively complicated electronic controllers. They require energized connection to the electric power grid in order to operate unless they are designed to work with energy storage system.

In general, the main parts of the synchronous and asynchronous generators that are faced to collapse are similar. Like any electric motor, Induction motor has a stator holds three phase winding, and rotor holds short-circuit winding. Figure 3.11 displays the structure of an induction motor.

Figure 3. 11 A structure of induction motor, [28, 29,]

Induction generator also has two electromagnetic fields: the rotating magnetic field, which is produced due to high conductivity, high strength bars located in the slotted iron
core, and the stationary armature winding, which is similar to the one described previously.

Figure 3.12 shows a scheme of an induction generator in a cross sectional view.

![Induction generator cross-sectional view](image)

Figure 3.12 Induction generator cross-sectional view, [28, 29.]

The generator output voltage is regulated with three phase and the voltage control is accomplished in a closed loop operation. Furthermore, the excitation current is adjusted to produce constant output voltage regardless of the fluctuations of the speed and load current. The magnitude of the excitation current, and frequency are determined by the control system. The excitation current is supplied to the stationary armature winding, which is induced from the secondary short circuited squirrel cage winding in the rotor.
3.4. Wind Generators Failure Modes

The electrical generators consist of many mechanical and electrical parts, such as a rotor bar, rotor magnet, stator ending, end-ring, and bearing. In order to implement proper CMS on the electrical generators, understanding the nature of the fault in each part is very necessary. In many situations, the failure magnitude in the wind generators depends on the wind turbine size. For instance, the bearing failures of the 2MW wind turbines are more than the small wind turbines by roughly 200%. In addition, failures due to the generator rotor in the small wind turbines (less than 1 MW) are much more than the large wind turbines by roughly 900% [38]. Failure of such wind generators probably causes power losses besides the repair costs. The early detection of impending failure of such wind generators; therefore is very important in order to improve the reliability of the power systems. The majority of electric failures in wind turbine generators are due to bearing, stator, and generator rotor. Previous research confirms that about 40% of the electric failures are related to the bearings, 38% to the stator and 10% to the generator rotor [20, 26,]. The reasons of causing failures in the wind generators can be summarized in the following points:

1- Wrong rated power, unstable supply voltage, and current source.
2- Overload or unbalanced load.
3- Electrical stress from the fast switching inverters or unstable ground.
4- Improper routine maintenance.
5- Harsh environmental conditions (dust, water, leaks, environmental vibration, chemical pollution, high outside temperature).

There are many types of the electrical generator faults, which can be categorized to electrical faults, mechanical faults, and outer drive system defects as shown in Table 3.1.

Table 3.1 The type of faults of the electrical generators, [20, 26, 31,]

<table>
<thead>
<tr>
<th>Type of Fault</th>
<th>Fault Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electrical Faults</td>
<td>Open/short circuit in the windings due to winding insulation failure.</td>
</tr>
<tr>
<td></td>
<td>Inappropriate connection of windings.</td>
</tr>
<tr>
<td></td>
<td>High resistance contact to the conductor.</td>
</tr>
<tr>
<td></td>
<td>Unstable ground.</td>
</tr>
<tr>
<td>Mechanical Faults</td>
<td>Broken rotor bars.</td>
</tr>
<tr>
<td></td>
<td>Broken magnet/Partial demagnetization.</td>
</tr>
<tr>
<td></td>
<td>Cracked end-rings.</td>
</tr>
<tr>
<td></td>
<td>Bent shaft.</td>
</tr>
<tr>
<td></td>
<td>Bolt losing</td>
</tr>
<tr>
<td></td>
<td>Bearing failure.</td>
</tr>
<tr>
<td></td>
<td>Air-gap irregularity.</td>
</tr>
<tr>
<td>Outer Generator Drive</td>
<td>Inverter system failure.</td>
</tr>
<tr>
<td>System Failures</td>
<td>Unstable voltage/current source.</td>
</tr>
<tr>
<td></td>
<td>Shorted/Opened supply line.</td>
</tr>
</tbody>
</table>

The shorted winding coil is a very common electrical fault for which immediate preservation action should be taken. Shorted coil reduces the generator reactance, whereas the mechanical torque is directly proportional with the angular speed of the high speed shaft and inversely proportional with the generator reactance. The ratio of the mechanical torques to the angular speed of the high speed shaft is increased dramatically when the shorted winding coil condition is occurred [26]. Moreover, the signal behavior of the
generator voltage, current, and power can be utilized to identify the situations of the shorted-coil. Same methodology can be used to detect the faults that occur due to the generator rotor imbalance. The design of the electrical generator is prepared to have electrical and mechanical symmetry in the stator and the rotor for better coupling and higher efficiency. The aforementioned faults damage the symmetrical characteristic and induce abnormal symptoms during operation, which can be categorized as follows:

1- Mechanical vibration.
2- High temperature.
3- Irregular air-gap torque.
4- Change in the line voltage.
5- Change in the line current.
6- Speed variations.
7- Acoustic noise.
8- Instantaneous output power variation.

The faults that occur in the synchronous and induction generators will be demonstrated in details through the following sections.

3.4.1. Synchronous Generator Faults

There are some faults, such as stator inter-turn faults, rotor inter-turn faults and bearing faults are widespread in all synchronous generators. However, some faults like
rotor winding faults, broken damper bars, or end-rings are related to the wound rotor synchronous generators. The demagnetization faults are specified in the PMSGs. Synchronous generators are subject to many different types of the mechanical and electrical faults, which can be classified as follows:

- Open or short circuit in one or more turns of the stator winding.
- Open or short-circuited rotor winding in the wound rotor synchronous machines.
- Broken damper bars or end-rings.
- Eccentricities faults.
- Rotor’s mechanical faults, which might result bearing damage, bent shaft, or misalignment.
- Demagnetization faults, which are related to the permanent magnet synchronous machines [26, 31,].

There are specific symptoms appear when the synchronous machines suffer from the faults, which are mentioned previously during their operation as follows:

- Unbalanced line currents and air-gap voltages.
- Excessive heating and redundant temperature.
- Heard noise and motor mechanical vibration.
- Low average torque.
- High torque pulsations.
- Increased power losses and reduced efficiency.
• Harmonics in the stator current/voltage/flux [26, 31, 48].

The most significant faults that occur in the synchronous generators can be demonstrated wider as follows:

3.4.1.1. Stator Inter-Turn Fault

Stator inter-turn fault is one of the most widespread faults in the synchronous machines and cause due to the effect of the electrical, mechanical, thermal, and ecological exertions. In other words—this fault is represented in the inter-turn short circuit, which occurs in one of the stator’s coils due to the electric and thermal stresses—whereas the increase in the thermal stress causes degradation in the winding insulation. Inter-turn fault in the stator winding results decrease in the output torque and loss in the current due to asymmetry in the generator, therefore; monitoring the stator current is important to detect the stator inter-turn faults. Stator inter-turn faults in the salient pole synchronous generator can be discovered by testing the field current of the machine. There are different types of the stator winding faults, which can be summarized as follows:

• Inter-turn short circuits between turns of the same phase and winding short circuits, short circuits between winding and stator core. The short circuits on the connections and between phases are commonly caused by the stator voltage transients, and abrasion.
• Burning of the winding insulation leads to winding short circuits of all phase windings. The burning of the winding insulation is usually caused by the motor overloads and blocked rotor. Further, the burning of the winding insulation is caused due to the sub-rated voltage and over rated voltage power supplies, which produce stator energization. The damage in the insulation of the stator windings also occurs due to the frequent starts and rotation reversals.

• Inter-turn short circuits can also be occurred due to the consecutive reflection of the voltage transmission, which produced from the long cable connection between the motors and AC drives. Such AC drives produce extra voltage causes high stress on the stator windings due to the inherent pulse width modulation of the voltage, which are applied to the stator windings.

• Entire short circuits of one or more phases can take place in the series of the stator winding faults due to the phase loss, which is caused inasmuch to an open fuse, contactor or breaker failure, connection failure, or power supply failure [26, 31], [48-51].

In general, short circuits in one phase usually occurs due to an unbalanced stator voltage, which is caused by an unbalanced load in the power line, bad connection of the motor terminals, or bad connections in the power circuit. The unbalanced voltage condition
confirms that at least one of the three stator voltages is under or over the value of the other phase voltages. Figure 3.13 shows typical insulation damage, which leads to inter-turn short circuit of the stator windings in the three-phase synchronous motors.

![Inter-turn short circuits between turns of the same phase.](image1)
![Winding short-circuited.](image2)
![Short circuits between winding and stator core at the end of the stator slot.](image3)

![Short circuits between winding and stator core in the middle of the stator slot.](image4)
![Short circuit at the leads.](image5)
![Short circuit between phases.](image6)

![Short circuits in one phase due to motor overload.](image7)
![Short circuits in one phase due to blocked rotor.](image8)
![Inter-turn short circuits are due to voltage transients.](image9)

Figure 3.13 Atypical insulation damage leading to inter-turn short circuit of the stator windings, [52]
In order to analyze the internal phase and the ground faults in the stator winding, different mathematical models for the synchronous machines can be utilized. For instance, Inter-turn faults of synchronous machines can be modeled on the actual winding arrangements by using a function computes the machine inductances from the machine winding distribution and considering the produced harmonics by the machine winding [26, 27, 31, 48, 49,]. In addition, a model for simulation of inter-turn faults in the stator ending of the permanent magnet synchronous machines is proposed by Abdullah et al. [48]. The proposed method is based on the coupled magnetic circuit technique, which make no hypothesis about the sinusoidal and symmetric distribution of the machine windings and, therefore, considers for the whole magnetomotive force harmonics. The machine inductances are estimated from the geometric data and winding design. The time-stepping finite element is another analysis technique to study the inter-turn faults of the synchronous generators. Vaseghi et al. presents this method for detecting the inter-turn fault of a surface-mounted permanent magnet synchronous generators. The proposed method is based on the study of the magnetic field, and the estimation of the machine parameters under various faults [51].

### 3.4.1.2. Rotor Inter-Turn Fault

Rotor winding inter-turn fault is very common in the synchronous generators and caused significant problems, such as high winding temperature, deformed voltage waveform, mechanical vibration….etc. Rotor winding inter-turn fault because of some
reasons, such as deformation of the high-speed rotor winding due to centrifugal force, overheating, bad insulation…etc.

Researchers have published several methods and techniques to diagnose the rotor inter-turn fault. One method is based on indirect measurement of the impedance of the rotor field winding during running. This method is beneficial when the number of the shorted turns increases dramatically [53]. Another approach uses the detection of the flux asymmetry, which is created by the shorted turns based on applying the alternative current to the field [54]. The drawback of this method is represented in the difficulty of removing the rotor from the bore. Some reliable methods are based on the direct measurements of the air-gap magnetic flux during operation. The flux can be measured by using a search coil, which is installed in the air gap [55]. Furthermore, the neural network models of machines can be utilized to detect the rotor turn faults. Training data are required to implement this technique through the simulation and mathematical models of the machine are needed to simulate the data [26, 27, 31, 48, 49]. Streifel et al. propose a method, which is based on traveling wave [56]. The proposed technique along with the neural network extraction by creating detection algorithm for the short-circuited windings in any rotating machinery. Figure 3.14 displays damage in a rotor of wind generator due to the rotor winding inter-turn fault.
The damage in the rotor’s lead can occur due to an increase in the harmonic current during the operation. The power converter is linked directly with the rotor winding through lead wires, which pass the cavity rotor shaft where the bearing inside housing is fitted. The harmonics and the peak voltage could be higher than the rated voltage and would cause bearing harmonic current be larger and stronger than the normal running conditions. Consequently, the bearing temperatures will increase, which creates enough heat and damages the rotor’s lead as shown in Fig. 3.15.

3.4.1.3. Bearing Fault

Bearing is the most part of the synchronous generator that is exposed to damage and its failures have frequently reported in the wind energy industry. The failures in this important component take place when the flaking of the bearing occurs due to overstress.
Bearing failures in the wind generators are typically caused by some misalignments in the drive train, which increase the abnormal loading and decrease the bearing wear [26, 31, 32, 36,]. When an outer-race or inner-race bearing fault occurs in an electric motor, the rotating shaft of the motor will suffer from mechanical vibrations, which lead to eccentricity and produce abnormal flux density in the air-gap. Further, these vibrations have private attributes, which are linked with the shaft rotating speed and affect the bearing negatively. Figure 3.16 indicates an outer-race bearing fault of an electric motor [32, 36,].

Figure 3. 15 Rotor lead failure, [38]

Bearing fault detection techniques in the wind generators need mechanical sensors, such as vibration sensors (accelerometers), which are mounted on the surface of the wind generator. Different methods for a joint time frequency analysis and experimental study of detection and fault diagnosis of damaged bearing on a PMSG were investigated by Rosero
et al. [57]. When the machine operates under nonstationary conditions, the use of some traditional signal processing methods, such as Fast Fourier transform (FFT) in the motor current signature analysis does not work well. In such conditions, the stator current can be analyzed by means of Short Time Fourier Transform (STFT) and Gabor Spectrogram (GS) for detecting the bearing fault. Pacas et al. propose another fault diagnosis technique for detecting the bearing faults in the permanent magnet synchronous machines based on the frequency response analysis [58]. The torque and velocity signals of the machine will be regularly disturbed when the bearing is damaged. This leads to changing the frequency response of the mechanical system. The frequency response of the machine in the closed loop speed control can be derived by utilizing the velocity of the motor and the torque-generating component of the stator current. Figure 3.17 displays anatomy of bearing failure.

![Anatomy of bearing failure](image)

Figure 3.16 An outer-race bearing fault, [33]
3.4.1.4. Damper Winding Fault

The damper winding is commonly used in the synchronous machine since it provides smooth starting and compensating the transient effect or the unbalanced condition. Damper windings consist of heavy copper bars with the two ends shorted together installed in the rotor slots. Figure 3.18 shows a schema of a damper winding in a salient pole machine.

The rotor must be turning in the stator field at the synchronous speed to produce torque in the synchronous generators. At any other speed, the rotating field of the stator poles will not be synchronized with the rotor poles. This condition produces no average torque and the machine will not start. Damper windings can increase the generators’ speed to reach the synchronous speed. The induced current in the bars is interacted by the rotating
air-gap field and produces torque. When the load is suddenly changed, an oscillatory motion will be superimposed on the normal synchronous rotation of the shaft. The damper windings help to damp out these oscillations. During the transient time, when the machine accelerates from zero speed to the synchronous speed, a significant current flows to the damper windings. Excessive start-stop cycles, frequent load or speed changes can cause the breakage of the damper bars [52, 59].

![Damper winding in salient pole synchronous generators](image)

Figure 3. 18 Damper winding in salient pole synchronous generators, [52, 59,]

Several methods have been reported for detecting the broken damper bars. For instance, flux probes can be attached to the stator bore surface for the measurement of the air-gap flux waveform during the acceleration from the starting speed to the rated speed [59]. Furthermore, separation of pole voltages of the field winding according to its polarity can be used as an effective technique for detecting the broken damper bars [60]. First, the difference of the pole voltages must be determined. Then, the main field of a symmetrical
machine disappears in the difference voltage. Meanwhile, the difference voltage that is produced by the perturbed field of the missing damper bar will remain. The winding function analysis and the time-stepping finite element analysis have been used to study the broken damper bars and end-rings [59-61].

3.4.1.5. Demagnetization Fault in the PMSGs

The demagnetization phenomenon occurs due to the armature reaction, especially in the high torque conditions. During the normal operation, the inverse magnetic field, which is produced by the stator current opposes the permanent magnets’ remnant induction. When this phenomenon is repeated, the permanent magnets will be demagnetized. This demagnetization can be all over the pole or on a part of the pole. The high temperature also demagnetizes the magnet. Stator winding short-circuit fault may partially demagnetizes a surface mount magnet. Partial demagnetization causes magnetic force harmonics, noise, and mechanical vibration, and creates unbalanced pull effects in the generator [26, 62,].

The demagnetization effects on the parameters of the motor, such as cogging torque, ripple torque, and load angle curve were investigated by Ruiz et al. [63]. For steady-state analysis under demagnetization conditions, Fast Fourier Transform (FFT) of the stator current is used for the frequency analysis. Time-frequency analysis methods have been used for nonstationary conditions. The methods, such as Short-Time Fourier Transform (STFT), Continuous Wavelet Transform (CWT), and Discrete Wavelet Transform (DWT)
require a suitable selection of the parameters, such as the window size and the coefficients. Field Reconstruction Method (FRM) can also be utilized to detect the demagnetization fault in PMSGs. The fault can be monitored by estimating the flux linkages of the stator phases [64].

3.4.2. Induction Generator Faults

Induction motors are commonly associated with small wind turbines and widespread due to different reasons, such as the simplicity, long life time, high power per unit mass of materials, and can be employed as motor or generator. However, in many situations they are liable to many types of faults that cause production shutdowns, and waste of raw material. The causes and symptoms of the faults that occur in the induction generators are approximately similar to the synchronous generators faults. Induction motor faults can be also detected in the initial phases in order to prevent the complete failure of the system. This section presents the most common failures that occur in the induction generators, and some of the fault diagnosis methods.

3.4.2.1. Stator Faults

Much of the previous research emphasizes that the stator faults bring about 30% to 40% of all electric generators failures [26, 37, 38,]. Stator faults in the indication generators can be classified to frame faults and stator winding faults. The frame faults occur due to core defect—circulation current, and ground fault—whilst the stator winding faults take
place due to winding insulation damage or displacement in the conductors. Figures 3.19 and 3.20 show the winding insulation and frame damage of the stator in an indication generator respectively.

Winding insulation plays a significant role to protect stators from failures since the insulation should bear the electric, mechanical and environmental stresses. Therefore, winding insulation must be robust and should meet the system requirements to resist all stresses modes. There are many causes affect the lifetime of the winding insulation, such as the electromagnetic vibration at twice the power frequency, differential expansion forces due to the temperature variations following load changes, and impact forces due to electrical/mechanical asymmetries.

The increase in the stator temperature affects the stator material. In this context, failure might occur due to the internal chemical interactions that make the winding insulation material brittle, which causes the melting of the stator material in a short time. The thermal stress—which caused due to the copper losses, reverse current—and stray load losses in the copper conductors, also influences the stator winding insulation negatively. The thermal stress increases the temperature of the copper conductor and this increase in temperature spread rapidly on the ground wall insulation [9, 12, 18, 33].
Another significant effect on the winding insulation aging is the partial discharges, which are small electric sparks that occur within air bubbles in the winding insulation.
material due to irregular electric field distribution. The partial discharges cause progressive deterioration in the insulation material, which leads to electrical breakdown. On the other hand, the stator winding insulation is exposed to high voltage stress when used with the inverter. The high voltage stress is caused by the interaction of the rapid raising voltage pulses of the drive with the transmission line effects in the cable [65, 66]. Furthermore, there are additional causes can be accounted as accelerating effects on the aging of the winding insulation, such as delamination discharges, moisture impacts, abrasive material influences, chemical decomposition, and radiation [67].

Motor and generators winding insulation failures during the operation can lead to costly outage, which decreases the revenues of the wind energy projects. In the literatures [67, 68]—the partial discharge is taken as a symptom of isolation aging, which begins within voids or cracks—then progressive deterioration of the insulating material occurs, which leads to electrical breakdown. When a partial discharge occurs, the case may be detected as a slight change in the drawn current. It is very difficult to measure the current of the partial discharge because of the small magnitude of this current and the short duration to detect it. Therefore, it is very complicated to investigate the partial discharge phenomena in the electrical generators before the breakdown.

There are several methods for condition monitoring of the generator stator winding. Monitoring the temperature of the stator winding is very essential to determine the degree of the thermal deterioration. Fixing thermocouples or thermal cameras is very proper to
conserve the stator winding insulation and monitor the cooling system temperature. Phase and ground fault relays can be installed to prevent the damage in the winding insulation [69]. On-line monitoring of the partial discharge is another method that warns the user before the damage. This approach can be done either by monitoring differential line current or using some specific sensors, such as antenna, high voltage capacitors on the generator terminals, or radio frequency current transformers at the generator neutral [67].

Ozone gas generation occurs, as a result, of the partial discharge on the stator coil. The surface partial discharges are the cause of the deterioration from defective slot and end-winding stress relief coating as well as conductive pollution. The failure mechanisms that give rise to the surface partial discharge can be detected by monitoring the ozone gas concentration over time. Furthermore, ozone monitoring in the early stages of deterioration is not complicated and can regularly be done with inexpensive chemical and electrical detectors [70].

3.4.2.2. Bearing Faults

Large number of the wind turbine failures are associated with the bearing faults in the induction generators. Bearing faults cause more than 40% of all generator’s failures [26, 27, 38,]. Most of the bearings operate under nonstationary conditions and are subject to many technical problems, such as fatigue, overloading misalignment, ambient mechanical vibration, current fluting, corrosion, and incorrect lubrication. Bearing faults
can be classified to inner raceway fault, outer raceway fault, ball defect, and cage defect. The defects spread from the inner raceway to the outer raceway and generate mechanical vibrations causing vocal noise and inconsiderable rotor displacements as shown in Fig. 3.21.

Figure 3.21 A typical bearing sketch, [26]

In order to apply an effective CMS due to the bearing faults of the wind generators—mechanical vibration, infrared—thermal, and acoustic analyses are used based on sensors or thermal transducers that are installed on the generators. Further, monitoring the generator current is an alternate approach to perform CMS on the bearing of the wind generators with minimal additional cost. The mechanical vibration frequency component of the bearing faults are different according to the fault type. In this context, the mechanical pulsations that are caused by the bearing faults change the air-gap similarity and the
generator inductances. The generator inductance variations are reflected the line current in terms of the current harmonics, which are the sign of the bearing faults associated with the mechanical oscillation in the air-gap [26, 38, 48,], [71-73].

A fault diagnosis method of detecting the bearing faults based on a distinctive energy function is presented by J. Ilonen et al. In this context, the proposed energy function is employed to detect the frequency-domain regions where the failures are specified [74]. Schoen et al. present on-line system for the induction motor based on the line current. The proposed system uses the artificial neural networks to study the spectral characteristics of a perfect motor operating online [75]. An amplitude modulation detector is developed to detect the bearing faults before causing damage in Ref. [76]. Knowledge of the bearing characteristic fault frequencies is required to apply the proposed method. In addition, computer simulations and machine vibration data from the bearings containing outer race faults are requisite to obtain suitable results. Yazici et al. suggest an adaptive statistical time-frequency method for detecting the broken motor bars and bearing faults in the induction motors [77]. The proposed method is based on training approach in which all the different normal operating modes of the motor are learned before the actual testing starts.

3.4.2.3. Broken Rotor Bar Faults

Broken rotor bar or cracked faults cause more than 5% of all generators failures in the wind energy industry [26]. These faults are caused due to different stresses, such
magnetic stress, thermal stress, dynamic stress, and mechanical stress, which remain within the tolerance band-width and the motor operates properly for years. An incipient broken rotor bar condition aggravates itself almost exponentially in time as the redundant current flow is concentrated on the adjacent bars instead of the broken one, which leads to increasing the electrical stress in the adjacent area. The broken rotor bar is considered as a rotor asymmetry that causes high torque pulsation, low average torque, and unbalanced line currents. The electric and magnetic asymmetry increases the left sideband of supply frequency. Figure 3.22 displays a broken rotor bar in an induction generator [26, 31, 38, 48, 72, 73, 78].

![Figure 3.22 Broken Rotor Bar, [18]](image)

The broken rotor bar fault can be detected by the time and frequency domain analysis of the induced voltage in search coils placed in the motor [79]. During the steady
operation, asymmetrical stator winding excited at frequency $f_e$ and creates rotor bar currents at $s f_e$ frequencies. When the asymmetry occurs in the rotor structure, the backward rotating negative sequence $-s f_e$ component starts the spectrum electrical and the mechanical interactions between the rotor and the stator of the motor. In the beginning, stator electromotive force at frequency $(1-2s)f_e$ is induced, which causes ripple torque. Then, the ripple torque reflects the stator as a line current oscillation at frequency $(1+2s)f_e$. The $(1+2s)f_e$ component induces rotor current at $\pm 3s f_e$, and this chain reaction goes until entirely being filtered by the rotor inertia. K. R. Cho et al. propose a detection method of broken rotor bars faults, based on the use of the harmonics at the stator terminal voltages after switching off the motor [80]. To detect the broken rotor bars, measurements, such as stator voltage, stator current, stator excitation frequency, and rotor velocity are available over a small range of velocity. The near least square error estimator is utilized to process these measurements and results estimated motor states and parameters.

3.4.2.4. Eccentricity Faults

This fault occurs when the distance between the rotor and stator in the air-gap is not uniform, which causes unbalanced magnetic flux in the air-gap. Harmonics in the line current will be created, which is specified in the spectrum. There are two types of eccentricity faults, static eccentricity fault and dynamic eccentricity fault. The static eccentricity fault occurs when the shaft axis is at a constant offset from the center of the stator or when the rotor is misaligned along the stator cavity. On the other hand, the
dynamic fault occurs when the shaft axis is at a variable offset from the center of the stator or the minimum air-gab revolves with the rotor. Figures 3.23 and 3.24 display the both types of the eccentricity faults. When the distance between the stator bore and the rotor is not equal throughout the entire generator, different magnetic flux in the air-gap produces imbalance in the current line, which causes rotor unbalances or misalignment.

![Figure 3.23 Static eccentricity, [26]](image1)

![Figure 3.24 Dynamic eccentricity, [26]](image2)

There are several fault diagnosis methods of the eccentricity based on the line current measurement [26, 29, 31, 48, 71, 72,]. Because both static and dynamic
eccentricities incline to live together in practices, only mixed eccentricity considered showing the effects of inverter harmonics. Since the flux linkages in the air-gap wave with the synchronous frequency, any further harmonics oscillating at the speed due to non-uniform structure are expected to take place at the rotating frequency sideband of the synchronous frequency.
Chapter 4. The First Method: Condition Monitoring System of the Wind Generators Based on Study the Effects of the Electrical Torque Pulsations, Temperature of the Generator, and Temperature of the Permanent Magnet

This literature provides various techniques and methods in order to apply an effective CMS on wind turbines’ generators. The proposed methods are based on mechanical, electrical, thermal, mathematical, statistical, and reliability analyses. Further, the proposed methods are very different from the previous techniques since the majority of them are based electrical approaches to performing CMS on the wind generators.

The current chapter presents the first method in this research, which is based on studying the effect of the electrical torque pulsations and the temperature of the generator and the permanent magnet on the wind turbine generators under different conditions to define the generators health. Different methodologies have been adopted to develop a proper CMS on the wind generators, such as evaluating the generator electrical torque based on the mechanical torque with taking into account the acceleration torque, which has not been considered in previous work. The mechanical, thermal, and electrical analyses can be utilized to detect the faults, which are coming from the wind generators by monitoring the changes in their characteristics under different (normal and abnormal) operation conditions. Therefore, in order to specify the generator faults, the trend of the electrical
torque with respect to the rotor angular speed of the wind generator under different operation conditions is analyzed. Further, the rate of change in the generator temperature is considered as well an indicator to define the health of the wind generators with respect to the induced electrical torque, because of the negative effect of the elevated generator temperature on the induced electrical torque. Describing the behavior of the rotating permanent magnet of the generator also is very beneficial to apply CMS on the wind generators. The torque of the permanent magnet of the generator is affected by the Oscillation of the magnet temperature. Therefore, monitoring the torque of the permanent magnet with respect to the rate of change in the permanent magnet temperature indicates the generator health. Case study, which is based upon collected data from actual measurements is presented in this work in order to demonstrate the adequacy of the proposed model.

4.1. Introduction

The generated wind power can be increased dramatically by performing modern condition monitoring on the parts that are faced to failures, such as the gearboxes and generators. Further, the operation and maintenance costs of the wind turbines will be reduced when implement the CMS efficiently, which increases the reliability of the wind energy industry, particularly when the turbines deployed offshore. CMS provides detailed information about the wind turbine components’ condition by analyzing measured signal to predict and avoid the imminent failure in the wind turbines components [5-7], [81]. The
failures that occur in the wind turbines due the generators have been shown to be significant, which leads to increased attention to avoid the technical problems that are caused by the wind generators during operation. The most important components of the wind generator, which experience likely failures are the bearing—stator, and rotor—and certainly the failures ratios are different in every single component [38]. The mechanical, thermal, and electrical properties can be combined to detect the faults are coming from the wind turbine generators by analyzing their behavior under different operation conditions.

There are various symptoms that appear when the wind generators suffer from faults during operation, such as unbalanced in line currents and air-gap voltages, low torque average, high power losses, and turbulent torque pulsations [26, 31,]. This proposed work presents an application of condition monitoring system on the wind generators based on data collected from actual measurements and Matlab simulation in order to demonstrate the adequacy of the proposed model. The proposed model consists of three algorithms, which link the mathematical, thermal, and mechanical analyses with the electrical methodology. For instance, the high oscillation of the electrical torque pulsations with respect to the rotor angular speed of the generator can be used to implement CMS by combining the mechanical and electrical analyses together. The acceleration torque is considered to evaluate reliable electric torque values and apply proper condition monitoring on the wind generators under different operation conditions. Further, the thermal and electrical analyses can be integrated to study the effect of the elevated generator temperature on the induced electrical torque in order to estimate the rate of the
change in the generator temperature with respect to the induced electrical torque. In this context, the system operation condition can be defined under different loads to apply a proper CMS [82-84]. Finally, the approach of determining the torque of the permanent magnet of the generator with respect to the temperature of the permanent magnet, which is slightly higher than the generator temperature is significant to implement CMS on the wind generators. Based on the mathematical analysis of the differential equations, the permanent magnet torque can be estimated with respect to the magnet temperature with the aim of Matlab simulation.

The rest of this chapter is arranged as follows: Section 4.2 presents the influences of the ripple torque, cogging torque, and the elevated generator temperature on the induced electrical torque. Section 4.3 explains the effect of the elevated generator temperature on the produced electrical torque. In Section 4.4, the influence of the permanent magnet temperature on the driving torque of the rotating permanent magnet is demonstrated by introducing a set of partial differential equations, which is devolved for the characterization of the rotations of the permanent magnet. Section 4.5 provides knowledge about the selected wind turbine, synchronous generator, the model parameters and the available SCADA. This information is necessary to test the validity of the proposed algorithms through a case study and Matlab simulation. The analysis of the proposed algorithms to apply CMS on the wind generators is illustrated in Section 4.6. In order to demonstrate the utilization of the proposed method and its capability, case study is provided in Section 4.7. The obtained results of the proposed models are showed in Section 4.8. Finally, discussion,
conclusions and suggestions for further research are presented in Section 4.9. Figure 4.1 illustrates the mechanism of work for the three proposed different methodologies of the present work.

Figure 4.1 The proposed methodologies’ flowchart of the first method to apply CMS on the wind generators.
4.2. The influence of the Ripple Torque, and Cogging Torque, on the Induced Electrical Torque.

The failures, which occur due to different faults, such as bearing faults, stator inter-turn faults, and eccentricities are related to all types of synchronous machines. While some faults are related to the wound rotor machines, such as rotor winding faults, broken damper bars, or end-rings [82-84]. One major drawback to the permanent magnet machines is the ripple torque and its accompanying torque, which is called the cogging torque. The electrical torque pulsation is represented in the summation of the ripple and cogging torque with zero mean value and produces vibration and phonic noise, which might grow in the variable speed drives. In this context, the induced electrical torque will be affected negatively in the case of the ripple and cogging torques.

The ripple torque is undesirable and leads to mechanical vibration, acoustic noise, and problems in the drive systems, which reduce the lifetime of generators. This torque is created by the interaction between the magnetomotive force (MMF) due to the stator windings and the MMF due to the rotor magnets. Ripple torque can be calculated from the next formula:

\[
T_{ripp} = \text{Ripple Torque} = \frac{(T_{max} - T_{min})}{T_{avg}} \tag{4.1}
\]

where:

- \(T_{max}\) is the maximum electrical torque,
\( T_{\text{min}} \) is the minimum electrical torque, and

\( T_{\text{avg}} \) is the average electrical torque [80-82].

Ripple torque changes according to the relative magnet width of the machine, which is partly reflected in the harmonics of the air-gap flux density. Figure 4.2 displays the ripple torque behavior, which indicates a dramatic irregular change in the torque path through the time. The electromagnetic designer of the permanent magnet synchronous generators assure that the ripple torque beneath 1%, guaranteeing regular operation, low noise and extended gear and machine lifetime [82-84].

![Figure 4.2 Ripple torque trend, [82-84]](image)

On the other hand, cogging torque is caused due to the interaction between the permanent magnets and the stator slots. This interaction causes an uneven air-gap
permeance resulting in the magnets regularly seeking a position of minimum reluctance [83-85]. In other words, when the rotor of a generator rotates with respect to the stator at no electrical load, cogging torque is created. Many undesirable effects are produced from the cogging torque, such as noise and mechanical vibration on the wind turbines, which affects the self-start running negatively. The cogging torque can be calculated for different rotor positions when the stator winding carries no current and the magnetic field is available. Reaching low cogging torque is necessary because of lower mechanical vibrations, less noise and longer operational life of the gearing and other mechanics. [82-85]. For small wind turbines in the low wind speed, noise and mechanical vibration may be excited by the cogging torque, which threaten the safety of the whole structure. While, in high wind speed, there is enough of torque and the kinetic energy, which stored in the turbine rotor leads the cogging torque to be insignificant. The cogging torque \( T_{co_g} \) can be expressed in the general form:

\[
T_{co_g} = -\frac{1}{2} \Phi_g^2 \frac{dR_g}{d\varphi}
\]  

(4.2)

where, \( \Phi_g \) is the air-gap flux, \( R_g \) is the air-gap reluctance, and \( \varphi \) is the position of the rotor.

The cogging torque can be canceled by forcing the air-gap reluctance to be stable with respect to the rotor position [82-84]. Figure 4.3 shows a typical cogging torque waveform for synchronous wind generator. It can say that during the start-up process— cogging torque is low, which is desirable— while the wind turbine may never start with the high cogging torque.
In order to perform an efficient condition monitoring system on the wind generators, the approach of analyzing the electrical torque pulsations at different generator’s speeds in the normal and abnormal conditions is adopted based on intergrading the mechanical and electrical methodologies together. The proposed algorithm is based on the acceleration torque, which is taken into account at different rotational speed of the generator’s rotor. This assumption leads to accurate results, which will be presented later. In the following section, the effects of the elevated generator temperature on the induced electrical torque is demonstrated.

![Figure 4.3 Typical cogging torque waveform](image_url)
4.3. The Effect of the Elevated Generator Temperature on the Produced Electrical Torque.

The elevated generator temperature plays a remarkable role in decreeing the induced electrical torque, which affects negatively the efficiency of the system. When the temperature reaches high values in the permanent magnet generators, a reversible demagnetization effects the torque capability and reduces the efficiency of the entire system. Therefore—the stator winding temperature, which is assumed the generator temperature itself—can be considered an important indicator to define the system operation condition. The residual flux density and the field intensity of the magnet decline with the increase of the generator temperature and return to the initial value with the decrease in the generator temperature. This change in the residual flux density of the magnet along and the change in the armature resistance of the motor with respect to the temperature affect the torque capacity and the efficiency of the system [86]. The nature of the reversible demagnetization is due to the low values of the force of the field intensity and the remanent flux density. The relationship between the generator temperature and both remanent magnetic flux density and the forced field intensity can be determined respectively as follows:

\[
B_r = B_{r_{amb}} \left[1 + \frac{\alpha_B}{100} \cdot (T_G - T_{amb})\right] \quad (4.3)
\]

\[
H_c = H_{c_{amb}} \left[1 + \frac{\alpha_H}{100} \cdot (T_G - T_{amb})\right] \quad (4.4)
\]
where, $T_G$ and $T_{amb}$ are the generator and ambient temperatures respectively, $B_r$ and $B_{r_{amb}}$ are the remanent magnetic densities at the operation and ambient temperature respectively, $H_c$ and $H_{c_{amb}}$ are the forced or coercive field intensities at the operation and ambient temperature respectively, and $\alpha_B$ and $\alpha_H$ are the temperature coefficients for the remanent magnetic density and for the coercive field intensity respectively [86].

In AC synchronous generators, the electrical power $P_{el}$ can be converted to mechanical power $P_{mech}$ by adding the frictional losses power $P_{loss}$ as follows:

$$P_{el} = P_{mech} + P_{loss}$$

(4.5)

In order to determine the effects of the generator temperature on the induced electrical torque, the frictional losses power must be defined. The frictional losses power $P_{loss}$ for the AC generators can be determined as follows [87]:

The frictional losses power

$$= \text{Stray losses } P_{SL} + \text{Friction and windage losses } P_{F&W} + \text{Core losses } P_{CL} + \text{copper losses } P_{cu}$$

(4.6)

$$P_{loss} = P_{SL} + P_{F&W} + P_{CL} + P_{cu}$$

(4.7)

The mechanical power loss, stray losses, and core losses can be ignored in the advanced synchronous generators at the rated condition. In this proposed work, the copper loss is only considered, and changed based on the armature current flow and the armature resistance. The copper loss in the three phase synchronous generators is defined as follows:
\[ C_{cu} = 3 I_A^2 R_A \]  \hspace{1cm} (4.8)

where, \( I_A, R_A \) are the armature current flow and armature resistance respectively. The Eq. (4.7) can be formulated as follows:

\[ P_{loss} \approx 3 I_A^2 R_A \]  \hspace{1cm} (4.9)

The heat resulting from the copper losses in the coil is diffused by conduction through the generator components and airflow in the air gap. The dissipated heat is a function of the generator type, insulation system, operation conditions, and construction. The generator manufacturers typically provide an indication of the generator’s ability to diffuse heat by providing thermal resistance values. The thermal resistance is a measure of the resistance to the transfer of heat through a given thermal path. In the case of the AC generators, there is a thermal channel from the generator windings to the generator case and a second between the generator case and the generator environment (ambient air). Some generator’s manufacturers define the thermal resistance for each of the two thermal channels while others define only the sum of the two as the total thermal resistance of the generator. The thermal resistance is specified in the temperature increase per the unit of the power loss. The generator temperature can be determined based on the power loss and the thermal resistances as follows [86]:

\[ T_G = P_{loss} \cdot (R_{th1} + R_{th2}) + T_{amb} \]  \hspace{1cm} (4.10)
where, \( R_{th1} \) is thermal resistance from the windings to the case (°C/Watt), and \( R_{th2} \) is the thermal resistance from the case to the ambient (°C/Watt). Consequently, the generator temperature can be expressed as follows:

\[
T_G = [(3 I_A^2 R_A) \cdot (R_{th1} + R_{th2}) ]+ T_{amb} \tag{4.11}
\]

In the AC generators, the induced electrical torque \( \tau_{el} \) can be determined as follows:

\[
\tau_{el} = I_A \cdot K_M \tag{4.12}
\]

where, \( K_M \) is the generator torque constant. By substitution of Eq. (4.12) into Eq. (4.11), the generator temperature will equal to the next relation:

\[
T_G = [(3 \cdot (\tau_{el}^2 / K_M^2) R_A) \cdot (R_{th1} + R_{th2}) ]+ T_{amb} \tag{4.13}
\]

The previous equation indicates that the relationship between the electrical torque and the generator temperature is curvilinear. Based on Eq. (4.13), the induced electrical torque for the AC generators can be defined as follows:

\[
\tau_{el} = \sqrt{\left( \frac{T_G - T_{amb}}{3R_A \cdot (R_{th1} + R_{th2})} \right)^2} \tag{4.14}
\]

The effect of the generator temperature on the induced electrical torque can be determined based on Eq. (4.14). The induced electrical torque is based on two variables, the generator temperature, and the armature resistance since the rest of the terms are constants. The frequency response of the generator is reduced due to the decreasing in the
torque capability. Further, the magnet flux density comes down at higher generator temperature, which affects the induced electrical torque as shown in Fig. 4.4.

![Graph showing the measured magnet residual flux density.](image)

**Fig. 4.4** The measured magnet residual flux density.

### 4.4. The Effect of the Permanent Magnet Temperature on the Driving Torque of the Rotating Permanent Magnet

Due to the increase in the permanent magnet temperature, the driving torque of the rotating permanent magnet oscillates with increasing the amplitude based on the change in the magnetization angle of the permanent magnet. An important reason for the driving torque of the permanent magnet is the temperature dependence of the magnetization since the temperature range decreases with the magnetization increases [88]. In this context, defining the behavior of the rotating permanent magnet is significant to apply CMS on the
wind generators. The permanent magnet model should describe the rotating permanent magnet condition during operation in the normal and abnormal situations. This section presents a set of partial differential equations, which is devolved for the characterization of the rotations of the permanent magnet. Suppose the permanent magnet has a cylindrical shape and volume $\forall$ as shown in Fig 4.5. The length of the cylinder is $L$ and the radius is $r$. Thus, the volume of the cylindrical shape ($\forall$) is $\pi r^2 L$. The density of the permanent magnet is considered to be constant ($\rho$); consequently, the total mass of the permanent magnet ($m$) is $\pi r^2 L \rho$. A coordinate system is determined in such a way that the axis of the cylinder corresponds with the z-axis. Therefore, the z-coordinator of the cylinder is in the range $[0, L]$. In the case of the two-dimensional setting, a cross section of the cylinder, such as a circle is considered. The cross section area of the circle is $A$ in the $xy$-plane with radius $r$ and center $(0,0)$. The normal vector at a point of the boundary $\partial A$ is denoted by $n$ and assumed to reference into the surrounding air.

![Fig. 4.5 The cylindrical shape of the permanent magnet.](image)
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Assuming the temperature in the limited volume of the cylindrical shape (∀) does not change in the z-direction and the heat flux through the bottom and the top surface of the cylinder is negligible. The temperature distribution \( T = T(t, x, y) \) is governable by the two-dimensional time dependent heat equation [89, 90.]:

\[
\rho c \frac{\partial T}{\partial t} - \nabla \cdot (\lambda \nabla T) = 0 \tag{4.15}
\]

The term \( \rho c \frac{\partial T}{\partial t} - \nabla \cdot (\lambda \nabla T) \) equals to zero since there are no heat sources. The specific heat is denoted with \( c \), and \( \lambda \) is the thermal conductivity. This equation has to be completed with an initial condition \( T(0, x, y) = T_0(x, y) \) and the boundary conditions. By applying the Newton’s law of cooling at the boundary \( \partial A \), the heat flux can be assumed as follows:

\[
n \cdot (\lambda \nabla T) = \alpha \cdot (T_0 - T) \tag{4.16}
\]

where the temperature \( T_0 = T_0(x, y) \) of the surrounding air, which can be estimated from the measurements and \( \alpha \) is the heat transfer coefficient. The coordinate system is fixed and not rotating with the magnet. Therefore, the point \( (x, y) \) moves with the velocity \( \omega(-y, x)^T \). Further, the convective heat transfer should be taken into account, which modifies the heat equation as follows:

\[
\rho c \left[ \frac{\partial T}{\partial t} + \omega \left( \frac{-y}{x} \right) \cdot \nabla T \right] - \nabla \cdot (\lambda \nabla T) = 0 \quad \text{In the cross section area (A)} \tag{4.17}
\]

With respect to the boundary conditions, the time dependent heat equation equals to:
\[ h \frac{\partial T}{\partial n} + T = T_0 \quad \text{On } \partial A \quad (4.18) \]

where \( h \) is the heat transfer coefficient by convection and \( T_0 \) is continuously differentiable on \( \partial A \).

In order to estimate the torque on the permanent magnetic, a detailed consideration of the magnetic forces is necessary. Since the permanent magnet is levitated above the superconductor, the total levitation force in the three dimension is defined as follows:

\[ F = \left( \begin{array}{c} 0 \\ \pi r^2 L \rho g \\ 0 \end{array} \right) \quad (4.19) \]

The permanent magnet consists of a spatial homogeneous volume density. Let \( B \) is the magnetic field due to the induced current, then the magnetic force of the permanent is defined as follows:

\[ F = \int_{\Omega} \nabla (m \cdot B) d\Omega = \int_{\Omega} (m \cdot \nabla) B d\Omega \quad (4.20) \]

The permanent magnet mass has components in the \( z \)-direction \( m_z \) (the permanent magnet axis), thus:

\[ F = \int_{\Omega} (m \cdot \nabla) B d\Omega = m_z \cdot \frac{\partial B}{\partial z} \quad (4.21) \]

Using that \( \frac{\partial}{\partial y} B_z = \frac{\partial}{\partial z} B_y \), the \( y \)-component of the magnetic force \( F_y \) is defined as follows:
Since the diameter of $A$ is small, linearization of $B$ in $A$ is beneficial, which means $\nabla B_z$ is constant in $A$:

$$\nabla B_z = \left( \begin{array}{c} 0 \\ g_B \\ 0 \end{array} \right)$$

(4.23)

Based on a suitable constant $g_B$, the $x$- and $z$-components are zero due to the fact of the total force has zero $x$- and $z$-components. Thus, the $y$-component of the force is given by:

$$F_y = L g_B \int_A m_z (x, y) \ dA$$

(4.24)

where $F_y$ is the levitation force at the limit temperature and will modify as follows:

$$F_y = L \pi r^2 \rho \ g$$

(4.25)

According to the Bloch $T^{3/2}$ relation [91], a linear function of the permanent magnet mass in the $z$-direction can be introduced before the torque is calculated as follows:

$$m_z = u + qT$$

(4.26)

where $u$ and $q$ are parameters and can be determined by using specific relations. The levitation force will define as follows:
\[ F_y = L \int_{A} m_z \frac{\partial}{\partial y} B_z \, dA = L \int_{A} (u + qT) g_B \, dA \quad (4.27) \]

The torque of the permanent magnet \( \tau_{pm} \) around the z-axis can be estimated in a similar way:

\[
\tau_{pm} = L \int_{A} x \, m_z \frac{\partial}{\partial y} B_z \, dA = L \int_{A} x \, (u + qT) g_B \, dA
\quad (4.28)
\]

\[
= \rho g_B L \int_{A} x \, dA + q g_B L \int_{A} x \, T \, dA
\]

Since \( \int_{A} x \, dA = 0 \), the final version for the torque of the permanent magnet \( \tau_{pm} \) as follows:

\[
\tau_{pm} = q \, g_B L \int_{A} x \, T \, dA \quad (4.29)
\]

Where \( g_B \) can be calculated according to the next relation:

\[
g_B = \frac{\rho \, g}{u + q \, \bar{T}} \quad (4.30)
\]

where \( \bar{T} \) is the mean temperature of the permanent magnet and the parameter \( q \) is computed as follows:

\[
q = \frac{\mu_r}{J_{pm}} \quad (4.31)
\]

where \( \mu_r \) is the friction coefficient and \( J_{pm} \) is the moment of inertia for the cylindrical permanent magnet, which can be defined as follows:
\[ J_{pm} = \pi L \rho r^4 / 2 \]  \hspace{1cm} (4.32)

The parameter \( u \) is estimated from the next formula [91]:

\[ u = 2.5 \times 10^{-6} F_y / J_{pm} \]  \hspace{1cm} (4.33)

The mean temperature of the permanent magnet can be estimated based on the time-dependent equation (4.17) in the polar coordinates \( x = a \cos \varphi, \ y = a \sin \varphi \) as follows:

\[
\frac{\partial T}{\partial t} + \omega \frac{\partial T}{\partial \varphi} - \lambda \left( \frac{\partial^2}{\partial a^2} + \frac{1}{a} \frac{\partial}{\partial a} \right) T - \frac{\lambda}{a^2} \frac{\partial^2}{\partial \gamma^2} T = 0
\]  \hspace{1cm} (4.34)

where \( a \in (0, r) \) and \( \gamma \) is the magnetization angle of the permanent magnet. By integrating the last equation from 0 to \( 2\pi \). It can obtain:

\[
\int_0^{2\pi} T(t, a, \varphi) d\varphi + \omega \int_0^{2\pi} \frac{\partial}{\partial \varphi} T(t, a, \varphi) d\varphi
- \lambda \left( \frac{\partial^2}{\partial a^2} + \frac{1}{a} \frac{\partial}{\partial a} \right) \int_0^{2\pi} T(t, a, \gamma) d\gamma - \frac{\lambda}{a^2} \int_0^{2\pi} \frac{\partial^2}{\partial \gamma^2} (t, a, \gamma) d\gamma = 0
\]  \hspace{1cm} (4.35)

Suppose the abbreviation \( \xi(t, a) = \int_0^{2\pi} T(t, a, \gamma) d\gamma \) the integrals with partial derivatives with respect to \( \gamma \) modify the singular differential equation to:

\[
\frac{\partial}{\partial t} \xi(t, a) - \lambda \left( \frac{\partial^2}{\partial a^2} + \frac{\partial}{\partial a} \right) \xi(t, a) = 0 \quad for \ a \in (0, r),
\]  \hspace{1cm} (4.36)

For the boundary condition we get similarly:
Setting the time derivative to zero, Eq. (4.36) becomes a stationary heat equation to obtain rotational symmetric solution. For this situation, the solution of $\xi(a)$ becomes constant [90, 92.], so that:

$$\pi r^2 T = \int_0^r \xi(a) a \, da = \frac{1}{2} r^2 C = \frac{1}{2} r^2 \int_0^{2\pi} T_0 \, dy$$

(4.38)

Thus,

$$\bar{T} = \frac{1}{2\pi} \int_0^{2\pi} T_0 \, dy$$

(4.39)

The previous mathematical analysis can be utilized to find the effect of the permanent magnet temperature on the driving torque of the rotating permanent magnet to define the generator operation condition based on Matlab simulation of the model relations and parameters.

4.5. Knowledge about the Selected Wind Turbine, Generator, Available SCADA, and the models parameters

Actual data was obtained from a variable speed wind turbine with rated power of 600 KW, 60Hz, two blades, 43.3m rotor diameter, and rated speed 12.7 m/s with upwind horizontal axis. The turbine height is 36.6m and has a permanent magnet synchronous
generator with 1800 rpm rated synchronous speed and gearbox ratio 1:43. The combined generator rotor and wind turbine moment of inertia \( J \) is equal to 2252 kg \( \cdot \) m\(^2\) [93]. The collected data represent two operation conditions of the selected wind turbine, normal and abnormal conditions. The SCADA system offers sufficient knowledge about the system’s condition during running based on many parameters that are measured and recorded over 600 seconds. The mechanical torque is measured by the SCADA system, which represents the high speed shaft torque. The angular speed of the high speed shaft is balanced with the rotor rotational speed of the synchronous generator and measured over time based on the gearbox ratio. Figure 4.6 displays the pulsations behavior of the estimated electric torque with respect to the rotor rotational speed of the selected synchronous generator (rpm) in the normal and abnormal conditions according to the measured data. The synchronous generator shows different torque-speed attributes in the normal and abnormal conditions, which confirms that the torque-speed relationship could be a significant indicator for applying condition monitoring on the wind generators.

As was mentioned previously, the first method involves three different methodologies. The first methodology is based on the acceleration torque, which is estimated in order to obtain accurate electric torque to perform a proper condition monitoring on the selected wind generator. The main concept of the second methodology is determining the rate of change in the generator temperature with respect to the electrical torque provides knowledge to defining the operation condition of the system. The third methodology confirms that CMS on the wind generators can be applied also based on
evaluating the driving torque of the rotating permanent magnet with respect to the magnet temperature by processing the parameters of the proposed algorithm. The parameters of the simulations should be known in order to estimate the other characters, which govern the permanent magnet torque with respect to the permanent magnet temperature. Table 4.1 summarizes the third methodology parameters, which are significant to process the data of the proposed algorithm.

Table 4.1 The third methodology’s parameters of the first method, [93]

<table>
<thead>
<tr>
<th>Geometry and Mechanical Properties</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>g</td>
<td>$9.81 \text{ m/s}^2$</td>
</tr>
<tr>
<td>r</td>
<td>$0.2 \text{ m}$</td>
</tr>
<tr>
<td>L</td>
<td>$0.34 \text{ m}$</td>
</tr>
<tr>
<td>$\rho$</td>
<td>$8236 \text{ kg/m}^3$</td>
</tr>
<tr>
<td>$\mu_r$</td>
<td>$1.04635 \times 10^{-10} \text{ N.m/s}$</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>$8 \text{ W/(m.K)}$</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>$50 \text{ W/(m}^2\text{K)}$</td>
</tr>
<tr>
<td>$\theta_0$</td>
<td>$18 \text{ C}$</td>
</tr>
</tbody>
</table>
4.6. The Proposed Models Analysis of the First Method

Mechanical parameters are easily measured and more available than the electric parameters. In addition, it is very tricky and complicated to use the electrical methodology in order to estimate the electric torque. Consequently, the electromagnetic torque $\tau_e$ can be estimated easily from the mechanical aspect. When a synchronous machine is operated as a generator, the prime mover drives the generator at synchronous speed $\omega_s$. The mechanical torque of the prime mover $\tau_m$ can be defined from the next relation:

$$\tau_m = \tau_e + \tau_{acc}$$  \hspace{1cm} (4.40)

where, $\tau_{acc}$ is the acceleration torque which can be determined as follows:

$$\tau_{acc} = J \cdot \frac{d\omega_r}{dt}$$ \hspace{1cm} (4.41)

where $J$ is the combined inertia coefficients for the generator's rotor and the wind turbine during the steady-state (constant speed), and $\frac{d\omega_r}{dt}$ is the change in the rotational angular speed of the high speed shaft per time which is equal to the change in the rotational angular speed of the generator rotor shaft per time [16, 94,]. The mechanical torque $\tau_m$ that produced by the wind accelerates the wind turbine and counterbalances with the torque of the low speed side shaft $\tau_{LS}$ (the torque produced by the torsional movement of the low speed side shaft). From Fig. 4.7, the relation between $\tau_m$ and $\tau_{LS}$ can be estimated as follows:
\[ \tau_m - \tau_{ls} = J_{B,H} \cdot \frac{d\omega_t}{dt} \quad (4.42) \]

where, \( \omega_t \) is the rotational angular speed of the low speed shaft, and \( J_{B,H} \) is the total moment of inertia for both the blades and hub of the wind turbine (kg m\(^2\)), which can be calculated as follows:

\[ J_{B,H} = J_B + J_H \quad (4.43) \]

\[ J_B = \frac{3}{12} \left[ l^2 + b^2 + \cos^2 \theta^2 + 3 m_B d^2 \right] \quad (4.44) \]

\[ J_H = m_H \cdot D_1^2/8 \quad (4.45) \]

where \( J_B \) is the turbine’s blades moment of inertia, \( J_H \) is the turbine’ hub moment of inertia, \( l \) is the blades measured length, \( b \) is the average width the blades, \( \theta \) is the blade angle, \( d \) is the center of mass displacement of the blades, \( m_H \) is the weight of the hub, and \( D_1 \) is the diameter of the hub [16, 94,].

![Figure 4.7 Wind Turbine Drive Train](16, 94,].
Similarly, the torque that produced by the high-speed shaft $\tau_{hs}$ accelerates the rotor of the synchronous generators and equalizes with the electromagnetic torque $\tau_e$ that produced by the generator. The relation between the electromagnetic torque $\tau_e$ and high-speed side torque $\tau_{hs}$ is determined as follows:

$$\tau_{hs} - \tau_{el} = J_g \cdot \frac{d\omega_r}{dt}$$

where $J_g$ is the moment of inertia of the generator’s rotor, which depends on the weight $m_g$ and diameter $D_2$ of the generator, and $\omega_r$ is the angular speed of the generator’s rotor. The gear ratio is defined as follows:

$$\frac{\tau_{ls}}{\tau_{hs}} = \frac{\omega_r}{\omega_t} = \frac{t_1}{t_2} = \text{Gear ratio}$$

where $t_1$ is the number of teeth on the output gear, $t_2$ is the number of teeth on the input gear, and $\omega_r$ is the rotational angular speed of the generator rotor’s shaft. The rotational angular speed of the turbine $\omega_t$ can be defined such as:

$$\omega_t = \omega_r \cdot \frac{t_2}{t_1}$$

With the help of the previous relations, the electromagnetic torque can be determined as follows [16, 94,]:

$$\tau_{el} = \tau_m \cdot \frac{t_1}{t_2} - J_g \cdot \frac{d\omega_r}{dt} - \left[ J_m \frac{d\omega_r}{dt} \cdot \left( \frac{t_2}{t_1} \right)^2 \right]$$
The use of Eq. (4.49) provides an estimation of the induced electrical torque based on the operation condition and the design of the manufacture.

As was mentioned before, estimating the electromagnetic torque is not complicated when the information of the mechanical and thermal parameters are available by SCADA system. In order to derive a proper algorithm to apply a CMS on the wind generators depending on the study of the electrical torque pulsations, following the electrical analysis on the generator part is very beneficial. There are two magnetic fields in the synchronous machine under normal condition. One produced from the rotor circuit and another from stator circuit. The electric torque is produced due to the interaction between those magnetic fields. In a three-phase non-salient pole synchronous generator, the electromagnetic torque $\tau_e$ that produced by the generator can be determined as follows:

$$
\tau_{el} = 3 E_a \cdot \frac{V_\theta}{\omega_s X_s} \sin \delta
$$

(4.50)

where $E_a$ is the internal voltage that produced in one phase of a synchronous generator, $V_\theta$ is the output voltage of a particular phase, $X_s$ is synchronous reactance of the generator, $\omega_s$ is the generator synchronous rotational speed, and $\delta$ refers to the torque angle of the synchronous generator and can be defined as the angle between the internal generated voltage and output voltage [16], [82-84]. The simple generator electrical circuit is shown in Fig. 4.8.
The Kirchhoff's voltage law equation for this electrical circuit can be derived as:

\[ V_\phi = E_a - (jX_s + R_A)I_A \]  \hspace{1cm} (4.51)

where, \( R_A \) is the resistance of the generator's stator, and \( I_A \) refers to the state phase current [14, 87,]. The winding resistance \( R_a \) can be ignored in the large synchronous generators since it is very small value. Consequently, the synchronous voltage can be written as follows:

\[ V_{\phi_a} \approx E_a - (jX_s)I_A \]  \hspace{1cm} (4.52)

Then, the electrical torque can be estimated in different formula as follows:

\[ \tau_{el} = 3E_a \cdot \frac{E_a - (jX_s)I_A}{\omega_s X_s} \sin \delta \]  \hspace{1cm} (4.53)

The internal voltage that produced in one phase of a synchronous generator \( E_a \) can be written in another form as follows:
\[ E_a = \sqrt{2} \pi N_C \emptyset f_e \] (4.54)

where \( \emptyset \) is the magnetic flux, \( N_C \) is the coil turns of the stator, and \( f_e \) is the electrical frequency in hertz. The internal voltage also can be written in another form:

\[ E_a = \frac{\sqrt{2}}{4} N_C \emptyset \omega_r p \] (4.55)

From Eq. (4.51) it becomes clear that:

\[ E_a - (j X_s + R_A) I_A \propto E_a^2 \] (4.56)

With the aid of EQs. (4.55) and (4.56) should be modified as follows:

\[ E_a - (j X_s + R_A) I_A \propto E_a^2 = N_c^2 \emptyset^2 \omega_r^2 \frac{p^2}{8} \] (4.57)

By substitution of Eq. (4.50) into Eq. (4.57), the electrical torque will be equal to the next relation:

\[ \tau_{el} = 3 \frac{N_c^2 \emptyset^2 \omega_r^2 \frac{p^2}{8}}{\omega_r X_s} \sin \delta \] (4.58)

Consequently, the final formula of the electrical torque is as follows:

\[ \tau_{el} = 3 \frac{N_c^2 \emptyset \omega_r \frac{p^2}{8}}{X_s} \sin \delta \] (4.59)

Because \( N_c \), and \( p \) are constant parameters, the relationship between the electrical torque and rotational angular speed of the generator’s rotor can be written as follows:
The previous equation used when the torque angle \( \delta \) and magnetic flux \( \Phi \) are stable. A condition monitoring criterion \( C \) is proposed in [16] as an indicator to apply a monitoring technique on the wind generators. The electrical torque is directly proportional with the angular rotational speed of the high speed shaft, which is approximately balanced with the generator’s rotor angular speed. Therefore, computing the electric torque with respect to the angular speed values of the generator’s rotor at each data point is very proper to apply a condition monitoring on the wind turbine generator. When a generator suffers from a specific fault like stator winding fault or rotor imbalance fault, the corresponding reactance of the generator \( X_s \) will decrease. Consequently, high electrical torque pulsations created with reference to the angular speed of the generator’s rotor in this condition. A case study is presented in the following section in order to confirm the validity of the proposed algorithm.

On the other hand, the high generator temperature affects the induced electrical. According to Eq. (4.14), the induced electrical torque is based on two variables, the generator temperature, and the armature resistance. Therefore, CMS of the wind generators can be applied based on the simulation of the obtained data of the model. The behavior of the rotating permanent magnet also gives powerful indication about the generator health. According to Eq. (4.29), the permanent magnet temperature plays a significant role also to govern the driving torque of the rotating permanent magnet, which changes the
magnetization angle of the permanent magnet automatically. A case study is presented in the following section in order to confirm the validity of the proposed algorithms.

### 4.7. Case Study

In order to utilize the proposed models to develop a proper condition monitoring on the generator of the selected wind turbine, the collected data by SCADA system are categorized and analyzed according to the operation conditions. First, with the aid of EQs. (4.40) and (4.41) the electric torque can be calculated based on the acceleration torque. Further, the electric torque can be estimated from the thermal aspect based on the generator temperature and the armature resistance by using Eq. (4.14). The calculated values of the electric torque for both aspects are very similar. The rotational angular speed of the generator’s rotor can be estimated from Eq. (4.47), which depends on the wind turbine gear ratio and the rotational angular speed of the low speed shaft. The SCADA system submits enough details for the rotational angular speed of the low speed shaft, high-speed shaft torque, and low-speed side shaft torque every 0.01 second. The collected data present two conditions, the first condition is a stator winding fault condition (abnormal condition), and the second condition is a normal operating condition [93].

Study the trend of the electric torque pulsations can be considered an indicator to perform a condition monitoring system on the wind generators. Based on Fig. 4.6, there is a linear proportional relationship between the electric torque of the synchronous generator
and the rotor angular speed in both conditions. The electrical torque in the abnormal condition is higher than the electrical torque in the normal condition, which implies that the generator reactance $X_s$ changes according to the operation condition. In order to compare and analyze the electrical torque pulsations through the normal and abnormal conditions, the duration time of each operation conditions was divided to 200 seconds. Table 4.2 demonstrates the data classification over time for both conditions.

<table>
<thead>
<tr>
<th>Time Interval (Second)</th>
<th>The Operation Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 - 200</td>
<td>Normal</td>
</tr>
<tr>
<td>200 - 400</td>
<td>Abnormal</td>
</tr>
<tr>
<td>400 - 600</td>
<td>Normal</td>
</tr>
<tr>
<td>600 - 800</td>
<td>Abnormal</td>
</tr>
<tr>
<td>800 - 1000</td>
<td>Normal</td>
</tr>
<tr>
<td>1000 – 1200</td>
<td>Abnormal</td>
</tr>
</tbody>
</table>

In addition, de-noising process was required since the torque and the angular speed signals were very noisy. With the aid of Matlab software, the electrical torque and rotor angular speed signals are de-noised efficiently. The time-waveforms of the electrical torque and angular speed of the generator’s rotor signals are shown in Figs. 4.9 and 4.10.

On the other hand, an additional indicator can be utilized to define the generator health and the operation condition by tracking the change in the generator temperature with respect to the induced electrical torque. The elevated generator temperature reduces the generator reactance and increases the rate of change in the generator temperature, which affects the induced electrical torque negatively. The influence of the generator temperature on the induced electrical torque with respect to the armature resistance is illustrated in Fig.
4.11 based on the collected data of this proposed work. The high generator temperature due to different reasons, such as improper cooling system or high power losses, reduce the electrical torque remarkably.

Figure 4. 9 The time-waveform of the electrical torque.

Figure 4. 10 The time-waveform of the angular rotor speed.
The last indicator, which aims to define the operation condition of the generator, is studying the behavior of the driving torque of the rotating permanent magnet. The magnetization angle of the permanent magnet changes when the permanent magnet torque oscillates due to the fluctuation in the permanent magnet temperature. Figure 4.12 illustrates the trend of the permanent magnet torque with respect to the magnetization angle of the permanent magnet. When the magnetization angle is within the range (0 to 15 rad), the permanent magnet torque is increased. The reason of this situation is due to a decrease in the permanent magnet temperature. After that, a sudden decrease in the permanent magnet torque when the magnetization angle is within the range (0.15 to 0.46 rad), which confirms the increase in the temperature of the permanent magnet torque. Finally, the
permanent magnet torque regularly increases with respect to the magnetization angle ($\gamma > 0.45 \text{ rad}$) and the decrease in the temperature of the permanent magnet.

![Graph showing the driving torque of the rotating permanent magnet trend with respect to the magnetization angle.](image)

**Fig. 4.12** The driving torque of the rotating permanent magnet trend with respect to the magnetization angle.

According to the manufacturer’s handbook, the abnormal operation condition will be considered when the generator temperature exceeds 110°C or the permanent magnet temperature overtakes 112°C. One of the most significant goals of this work is to determine the effect of the high generator temperatures on the induced electrical torque and the high temperature of the permanent magnet on the permanent magnet torque, which aims to identify the generator health. Table 4.3 presents the operation conditions of the selected wind turbine based on the generator temperature and the permanent magnet temperature.
Table 4.3 The operation conditions of the selected wind turbine based on the generator temperature and the permanent magnet temperature, [93]

<table>
<thead>
<tr>
<th>The Operation Condition</th>
<th>The Generator Temperature</th>
<th>The Permanent Magnet Temperature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>$T_G &lt; 110 , ^\circ C$</td>
<td>$T_{PM} &lt; 112 , ^\circ C$</td>
</tr>
<tr>
<td>Abnormal</td>
<td>$T_G &gt; 110 , ^\circ C$</td>
<td>$T_{PM} &gt; 112 , ^\circ C$</td>
</tr>
</tbody>
</table>

4.8. The Obtained Results of the First Method

As was mentioned previously, there is a significant change in the trend of the torque-speed signal over time. This confirms that the torque-speed curve behavior can be used as an obvious indicator with a view to perform a suitable CMS on wind generators during running. The fluctuation in the electric torque pulsations through the normal and abnormal conditions is due to the ripple and cogging torque. The value of $\left(\frac{T_e}{\omega_f}\right)$ can be utilized to figure out the presence of the electrical faults in the wind generators, e.g. stator winding fault or rotor imbalance fault. Further, the proposed monitoring model is based on the parameters that control the operation condition, such as the generator reactance. The change of the generator reactance $X_S$, which is corresponding to the operation condition, is one of the most significant effects that lead up to electrical faults in the generator. Figure 4.13 shows the dramatic changes over time in the signal of the criterion $\left(\frac{T_e}{\omega_f}\right)$ during the operation. When the generator suffers from an electric fault, such as stator inter-turn fault, the generator reactance decreases automatically, which increases the variable $\left(\frac{T_e}{\omega_f}\right)$.
remarkably. Therefore, high values of the criterion \( \frac{T_e}{\omega_f} \) represent a real impression of the abnormal operation condition of the generator.

![Graph showing electric torque and angular rotor speed](image)

Figure 4.13 The proposed indicator \( \frac{T_e}{\omega_f} \) trend.

Likewise, the excitation flux in the core of the generator and connected power transformers are directly proportional to the ratio of the voltage to the frequency on the terminals of the equipment. The losses that are due to the eddy currents and hysteresis rise the temperature and hence increase in proportion to the level of excitation. In the abnormal operation condition, the generator reactance \( X_g \) might rapidly decrease, and the ratio of the change in the generator temperature increases with respect to the electrical torque and rotor rotational speed. Therefore, the ratio of the change in the generator temperature could be considered an indicator to detect the faults in the generators. Figure 4.14 illustrates the
behavior of the rate of change in the generator temperature with respect to the rotor rotational speed in the normal and abnormal conditions respectively.

Fig. 4.14 The rate of change in the generator temperature with respect to the angular rotor speed.

Further, Fig 4.15 shows the rate of change in the generator temperature trend with respect to the electrical torque in the normal and abnormal conditions respectively. The increase in the generator temperature shows high values in the abnormal condition with respect to the generator output power as shown in Fig. 4.16, which illustrates the scatterplot of the generator temperature rise against the relative power output (%) in the normal and abnormal conditions. This figure clearly presents the contrast in the rise of the generator temperature with respect to the relative power output between these conditions.
Fig. 4. 15 The rate of change in the generator temperature with respect to the electrical torque.

Fig. 4. 16 The generator temperature rise against the relative output power.
The average generator temperature rise for each 50kW increment of the output power in the normal and abnormal conditions is illustrated in Fig. 4.17. The transition condition represents the transit from the normal to the abnormal situation.

![Graph showing generator temperature rise trends against relative output power.](image)

**Fig. 4.17** The generator temperature rise trends against the relative output power.

The simulation results of the induced driving rotating permanent magnet torque show low values in the abnormal condition with respect to the rate of change in the rotating permanent magnet temperature as shown in Figs. 4.18, 4.19. The figures illustrate the trend of the permanent magnet torque of the wind generator in the normal and abnormal conditions with respect to the rate of change in the rotating permanent magnet temperature and the magnetization angle of the permanent magnet. The influence of the permanent magnet temperature on the driving permanent magnet torque and the magnetization angle is very obvious in the normal and abnormal conditions.
Fig. 4. 18 The trend of the permanent magnet torque with respect to the rate of change in the magnet temperature when the magnetization angle is within (0 – 0.15 rad).

Fig. 4. 19 The trend of the permanent magnet torque with respect to the rate of change in the magnet temperature when the magnetization angle is within (0.15 – 0.475 rad).
The high-driving permanent magnet torque with respect to the rate of change in the magnet temperature represents the normal operation condition when the magnetization angle is within the range (0 to 0.15 rad). In this situation, the wind generator produces proper torque in the normal condition. For instance, when the rate of change in the magnet temperature reaches 0.8, the generator produces approximately 3800 N. m and 3300 N. m in the normal and abnormal conditions respectively. The contrast in the induced torque between the normal and the abnormal is very obvious when the magnetization angle is within the range (0.15 to 0.475 rad). For instance, when the rate of change in the magnet temperature reaches 0.8, the generator produces approximately 2000 N.m and 650 N.m in the normal and abnormal conditions respectively. In the both cases, the high-rotating permanent magnet torque indicates that the wind generator does not suffer from any improper magnet temperature even though the magnetization angle is different.

4.9. The Conclusion of the First Method

The proposed work indicates that the mechanical, electrical and thermal characteristics can be used to diagnose the faults that can occur in wind generators. High electric pulsations torque can be considered a significant indicator to identify the generator operation condition. Electric torque pulsations consist of the sum of cogging torque and ripple torque. Therefore, the behavior of the electric torque pulsations is considered an effective approach for a condition monitoring system on the wind generators. In the abnormal condition, the generator faults cause decreases in the generator reactance, and
the value of the proposed model \( \left( \frac{T_e}{\omega_r} \right) \) increases remarkably. On the other hand, the rate of change in the generator temperature with respect to the induced electrical torque is also considered an indicator to define the generator health. Potential electrical faults might occur due to a decrease in the generator reactance \( X_S \), and an increase in the generator temperature, which influence the induced torque immediately with respect to the armature resistance of the generator. The last indicator, which can employ to implement a proper CMS on the wind generators is the behavior of the driving torque of the rotating permanent magnet with respect to the permanent magnet temperature. In the abnormal condition, which indicates that the permanent magnet temperature during operation is higher than the design permanent magnet temperature, the permanent magnet torque decreases dramatically with respect to the magnetization angle of the permanent magnet. Future work is required to apply the proposed method on the wind generators that suffer from different electrical faults. Furthermore, the proposed model could be applied on different parts of the wind turbines, such as gearboxes, to confirm the validity of the proposed method.

This chapter presents the second method that can be utilized to apply CMS on wind generators due to high power loss, which leads to increase generator temperature. A new methodology has been proposed based on the use of the heat transfer and fluid mechanics analysis through the heat exchangers of the wind generators, which use water to air cooling system. The proposed technique can indicate the operation condition of the wind generators during operation and detect the potential faults that occur due to an increase in the temperature of the wind generators. Case study based on data collected from actual measurements demonstrates the adequacy of the proposed model.

5.1. Introduction

Wind turbine capacity, particularly for the offshore turbines continues to increase each year in the range of 5-10 MW, and the number of the wind turbine failures due to high generator temperatures has been shown to be significant [94-97]. Certain advances in the wind generator heat exchangers play a significant role to remove the released heat from the wind generator active parts like generator stator and rotor. Although the traditional air-air heat exchangers of the wind generators have a lower cost than the water-air heat...
exchangers, the water to air heat exchangers are widely applied to cool the rotor and stator windings efficiently in the large wind generators. The reason for applying the water-air heat exchangers in the wind industry is the high cooling capability of water, which is much larger than air and the availability of the water, especially for the offshore wind turbines where the water is more available. The water-air heat exchangers can be employed to cool the generators, by circulating hot air inside the heat exchanger to soak up the heat by the cold fluid and then transferring the absorbed heat to another area outside the generator. The electro-magnetic losses within the wind generators are a significant source of the heat, which warms up the generator and cause a temperature rise in stator bars reducing the life-span of the insulation materials [15-17], [20, 27, 54,]. This fact leads the wind turbine manufacturers to create and construct an efficient cooling system to cool down the active parts inside wind generators and attracts engineers to develop a proper condition monitoring on the wind generators.

Many efforts have been made and employed to apply CMS on the wind generators due to the high temperature. However, the most of these efforts used the analytical electrical and statistical methodologies and theories to derive suitable algorithms for proper CMS on the wind generators. In this chapter, a new application of CMS on the wind generators due to high power losses, which lead to increasing the generator temperatures is presented. The proposed methodology is constructed on the heat transfer analysis and fluid mechanics techniques, based on data of 5 MW offshore wind turbine collected from actual measurements. Using the heat transfer and fluid techniques relations of the heat
exchangers is very efficient in this application. The main concept of the proposed model depends on evaluating the heat exchange between the hot air due to the high temperatures of generator parts and the cold water inside the heat exchangers. The obtained results of the proposed method define the generator health while running in the normal and critical conditions. The rest of this chapter is arranged as follows, Section 5.2 provides knowledge and specifications about the selected wind generator, heat exchanger, cooling system mechanism, and the measured data, which are used in this method to test the proposed model. In section 5.3, the heat transfer and fluid mechanics analysis through the wind generator heat exchangers is explained to find the proper thermal model for implementing an effective CMS on the wind generators due to an increase in generator temperature. Section 5.4 provides a case study to experience the validity of the proposed condition-monitoring algorithms on the wind generators. Then, in Section 5.5 the collected results and the capability of the proposed algorithms are presented. Section 5.6 submits discussion, conclusions, and suggestions for future research.

5.2. Information about the Selected Wind Turbine, Generator, Cooling System Mechanism, and the Available SCADA

Actual data was collected from a variable speed offshore wind turbine with rated power of 5 MW, 60Hz, three blades, 126m rotor diameter, and rated rotor speed 12.1 rpm. The wind turbine has SPMG with rated speed 1500 rpm and efficiency equals to 94.4%. The cooling-system of the generator is based on water-air counterflow heat exchanger with six cold fluid pipes. The generator cooling-system is schematically shown in Figure 5.1,
where the inlet air transfers the heat from the generator parts (generator rotor and stator winding) to the water-air heat exchanger. This step is the first cooling process in the system. There are two axial fans, one to draw the outside air inside the generator (fan 1) and the other to recycle the cold air that comes from the heat exchanger to transmit it through the system (fan 2). The airflow is separated directly by using valves after passing both fans. The design of the cooling system compels about 25% of the airflow leaving both fans and flows through the stator’s end-windings to cool them. The rest of airflow (75%) enters the rotor region in an axial trend through the slots between the rotor poles, which direct the air in a radial direction towards the stator-core. The air-gap space between the rotor and the stator is about 15mm, and airflow leaves the air-gap rapidly and enters the cooling-ducts of the stator-core. After leaving the stator-core, both airflows (stator-core airflow and stator’s end-windings airflow) are mixed to become one stream. Then the mixed stream is directed to the water-air counterflow heat exchanger to cold it by the water. Finally, the cold mixed flow will return to the circuit at the inflow-sides of both axial fans to cool the generator parts (second cooling process) [98].

There are several temperature sensors installed within the generator in order to measure the stator winding temperatures or stator-core temperatures. The manufacturer handbook emphasizes that the generator temperature should not exceed 100 °C to protect the electric generator, and the wind turbine will shut down when the generator temperature reaches 135 °C. More additional temperature and pressure measuring devices are available to measure the water inlet and outlet temperatures and pressure drop through the heat
exchanger [98]. These measuring devices can be installed to define the cold fluid (water) conditions at the inlet and outlet slots of the heat exchanger.

![Diagram of Wind generator cooling system](image)

Figure 5.1 Wind generator cooling system, [98, 99].

The SCADA system provides enough details about the generator stator temperature, which are considered as the generator temperature itself, and the generator power values. Moreover, the temperature of the inlet air to the rotor and the stator winding can be measured, which is based on the outside temperature. There is a valve to control the inlet mass flow rate of the water to the heat exchanger, which is roughly 2.6 kg/s according to the manufacturer's handbook. In addition, the air mass flow rate into the rotor winding and the stator end windings is designed to equal almost 4.7 kg/s. The collected data of the applied experiment represent three conditions: normal, warning, and critical conditions—
and the information of each condition is available based on the SCADA system. The recorded data represent the wind turbine operation condition in different days [98]. Table 5.1 classifies the operation condition of the selected wind turbine based on the generator temperature.

<table>
<thead>
<tr>
<th>Operation Condition</th>
<th>Generator Temperatures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal condition</td>
<td>$T &lt; 90 , ^\circ C$</td>
</tr>
<tr>
<td>Warning condition</td>
<td>$90 , ^\circ C \leq T &lt; 110 , ^\circ C$</td>
</tr>
<tr>
<td>Critical condition</td>
<td>$110 , ^\circ C \leq T &lt; 135 , ^\circ C$</td>
</tr>
</tbody>
</table>

In order to apply the heat transfer and fluid mechanics analysis—which will explain in the following sections—the thermal properties of the cold fluid (water) and the hot fluid (air) are available according to the collected data of each condition.

5.3. Heat Transfer and Fluid Mechanics Analysis for the Heat Exchangers of the Wind Generators

In order to transfer the heat from the hot fluid into the cold fluid, heat exchangers are used for this process. It could neglect the losses of the heat between the heat exchanger and surroundings since it is very low in comparison with the exchanged heat between the cold and hot fluids. Therefore, heat exchangers are considered as adiabatic devices (no heat exchange with the surrounding through the heat exchangers). They are classified according to the flow configuration and the system construction. Many types of the heat exchangers are used in the wind generators to provide a suitable cooling system. Counterflow tube heat
exchanger is the most common and desirable heat exchanger, which is used in the wind generators cooling system [7], [100-102]. Figure 5.2 displays the mechanism of work in the cross-flow case of the tube heat exchanger model.

The previous figure shows that one flow moves inside set of tubes and other through the outer shell in the opposite direction. Based on this design, the heat exchanges between the hot and cold fluids for proper cooling process. The hot and cold fluid temperatures distribution with respect to the counterflow heat exchanger length is shown in Figure 5.3. The temperature of the hot fluid decreases dramatically because of the heat exchange process. On the other hand, the cold fluid earns heat from the hot fluid through the heat exchanger causes increase in its temperature.
By applying the energy balance to each fluid (the cold and hot fluid), which states that the heat losses from the hot fluid equal to the heat gains for the cold fluid, the following relations can be obtained:

\[ Q_h = Q_c \]  

\[ m_h \cdot c_{p,h} (T_{h,i} - T_{h,o}) = m_c \cdot c_{p,c} (T_{c,o} - T_{c,i}) \]  

Assuming that the potential and kinetic energy are negligible and the specific heat values for each fluid over the time are constant. \( Q_h \) and \( Q_c \) are the loss in the heat of the hot fluid and the heat gain of the cold fluid, respectively. \( T_{h,i} \) and \( T_{c,i} \) are the hot and cold fluid inlet temperatures, respectively. \( T_{h,o} \) and \( T_{c,o} \) are the hot and cold fluid outlet temperatures, respectively. Finally, \( c_{p,h} \) and \( c_{p,c} \) are the hot and cold fluid specific heat, respectively. It
should mention that the specific heat of the hot or the cold fluid is not constant and changes according to the temperature condition at the inlet and outlet points. These expressions may be integrated across the heat exchanger to obtain the overall energy balance given by Equations 5.1, 5.2. The heat transfer across the surface area \( dA \) may also express as:

\[
dq = U \Delta T \, dA
\]  

(5.3)

Where \( \Delta T = T_h - T_c \) is the local temperature difference between the hot and cold fluid.

To determine the integrated form of Eq. 5.3, substituting EQs. 5.1, and 5.2 into the local temperature difference \( \Delta T \) as follows:

\[
d(\Delta T) = dT_h - dT_c
\]  

(5.4)

\[
d(\Delta T) = -dq \left( \frac{1}{c_h} - \frac{1}{c_c} \right)
\]  

(5.5)

Substituting for \( dq \) from Eq. 5.3 and integrating across the heat exchanger, the next relation can be obtained:

\[
\int_1^2 \frac{d(\Delta T)}{\Delta T} = -U \left( \frac{1}{c_h} - \frac{1}{c_c} \right) \int_1^2 dA
\]  

(5.6)

\[
\ln \frac{\Delta T_2}{\Delta T_1} = -UA \left( \frac{1}{c_h} - \frac{1}{c_c} \right)
\]  

(5.7)

Substituting for \( c_h \) and \( c_c \) from Eq. 5.1 and Eq. 5.2, respectively, it follows that

\[
\ln \frac{\Delta T_2}{\Delta T_1} = -UA \left( \frac{T_{h,i} - T_{h,o}}{q} + \frac{T_{c,o} - T_{c,i}}{q} \right) = \Delta T_m
\]  

(5.8)
To simplify the calculations, the average temperature of the inlet and outlet points of the hot or cold fluid is assumed to represent the hot and cold fluid inlet temperatures [100-102]. For the countercurrent flow heat exchanger, commonly is referred in the high exchangers design to the LMTD, which is called the logarithmic average of the temperature difference between the hot and cold streams at each end of the heat exchanger with a constant flow. In other words, the LMTD is defined as the maximum mean temperature difference that can be achieved for any given set of the inlet and outlet temperatures through the heat exchangers [100-102].

\[
\text{LMTD} = \ln\left(\frac{T_{h,i} - T_{c,o}}{T_{h,o} - T_{c,i}}\right) = \ln\left(\frac{T_{h,i} - T_{c,o}}{T_{h,o} - T_{c,i}}\right) = (5.9)
\]

In addition to the energy balance, the heat transfer can be described based on the logarithmic average of the temperature difference as follows:

\[
Q = U \cdot A \cdot \text{LMTD}
\]

(5.10)

whereas, A is the heat exchanger area and U is the overall heat transfer coefficient, which can be calculated from the next formula:

\[
U = \frac{1}{\frac{1}{h_i} + \frac{1}{h_o}}
\]

(5.11)

where, \( h_i \) and \( h_o \) are the internal and external heat coefficients respectively [93-96]. In order to apply an efficient CMS on the wind generators due to the increasing in the
generator temperature, the trend of the heat transfer through the generator’s heat exchangers over time, and the logarithmic average of the temperature difference of the hot fluid, could be considered as indicators. This because the heat exchange through the generator’s heat exchangers and the LMTD are related directly to the winding stator temperatures. It could take into consideration that the stator winding temperature is the generator temperature itself. Further, the thermal properties of the air that is used to cool the stator winding a flows through the heat exchanger are related to the change in the thermal properties of the cold or the hot fluid [27, 85]. The generator heat losses increase directly the generator temperature and can be computed as follows [87, 99,]:

\[
\text{Generator losses} = \text{Air friction losses} + \text{Generator bearing losses} + \text{Iron losses} + \text{stator winding losses} + \text{Harmonic losses in the generator rotor}
\]  

(5.12)

However, the generator heat losses could be calculated from the thermal aspect since the generator heat losses are equal to the air heat gains, which flow through the heat exchanger. Therefore, the water heat gain through the heat exchanger is supposed equal to the generator heat loss. In addition, study the trend of the heat loss or the heat gain is beneficial to define the generator conditions. Based on Eqs. 5.2 and 5.9, a criterion \( S_1 \), which is a versatile function for monitoring the running condition of wind turbine is proposed as follows:

\[
S_1 = \frac{Q_h}{\text{LMTD}}
\]  

(5.13)
In general, the criterion $S_1$ can be used to detect the electrical faults of the wind generators due to high temperature. Furthermore, the criterion $S_1$ is demonstrated according to the linear relationship between $Q_h$, LMTD in all operation conditions. Figure 5.4 presents the linear relationship between $Q_h$, LMTD in the three conditions. This figure shows the heat loss trend with respect to the logarithmic temperature difference through the heat exchanger of the generator of the 5MW wind turbine in three different conditions.

![Figure 5.4 The trend of the heat losses with respect to the LMTD through heat exchanger in three different conditions.](image)

One more parameter that can be used to implement CMS on the wind generators due to the increasing temperature is the pressure drops of the flow streams through the heat exchanger. The pressure drops of the flow streams is a considerable indicator to determine
the generator health since it is based on the change in the fluid condition, which are used to cool the. The cooled fluid pressure drop can be calculated from the next relations [95-98]:

\[
\Delta P = \frac{0.184 \cdot R_e^{\frac{1}{2}} \cdot \rho_c \cdot V_c^2 \cdot L}{2d} \cdot N \quad \ldots \ldots \ldots \quad \text{For turbulent flow} \\
\Delta P = \frac{0.316 \cdot R_e^{\frac{1}{2}} \cdot \rho_c \cdot V_c^2 \cdot L}{2d} \cdot N \quad \ldots \ldots \ldots \quad \text{For laminar flow}
\]

where, \( L \) is the effective pipe length of the heat exchanger, \( d \) is the pipe internal diameter, \( N \) is the number of pipes, \( V_c \) is the cold fluid velocity, \( \rho_c \) is the cold fluid density, and \( R_e \) is the shell-side Reynolds number, which can be calculated as follows:

\[
R_e = \frac{4\dot{m} \pi \cdot \mu_T \cdot d}{\rho \cdot \pi \cdot \mu_T \cdot d} 
\]

where, \( \mu_T \) is the cold fluid viscosity, which depends on the average fluid temperature and can be determined as follows:

\[
\mu_T = 2.414 \cdot 10^{-5} \cdot 10^{(247.8)/(T-140)}
\]

The cold fluid density changes with the change in the fluid temperature, and can be determined as follows:

\[
\rho = \frac{\rho_0}{1 + 0.002 \cdot (T - T_0)}
\]

where, \( T \) is the average temperature of the cold fluid and \( \rho_0 \) is the cold fluid density at \( T_0 \), which is assumed to equal 20C° in this application. [95-98].
The pressure drop of the cold fluid in the heat exchanger over the logarithmic average of the temperature difference is a suitable parameter to apply CMS on the wind generators since the pressure drop of cold fluid is related directly to the hot fluid temperature and heat loss. Consequently, any change in the generator temperatures leads to change in the hot fluid temperatures, which affects the pressure differences of the cold fluid. Therefore, it can use this parameter as another criterion and versatile function for monitoring the operation condition of the wind generators as follows:

\[ S_2 = \frac{\Delta P}{\text{LMTD}} \]  

(5.19)

The linear relationship between the pressure drop and the logarithmic average of the temperature difference is plotted in Fig. 5.5, which shows the trend of the pressure drop with respect to the logarithmic temperature difference through the heat exchanger under the three different conditions. The diagram emphasizes that when the wind generator works under ideal condition (normal case), the pressure drop of the cold fluid stream through the heat exchange increases dramatically with respect to the logarithmic temperature difference. On the other hand, when the wind generator operates under improper condition (critical case), the pressure drop of the cold fluid stream through the heat exchange decreases significantly with respect to the logarithmic temperature difference. Case study will be presented to demonstrate the validity of the proposed technique in the following section.
5.4. Case Study

Actual data was collected and used to test the validity of the proposed technique for applying CMS on the selected wind generator. As mentioned before, the collected data present three different conditions: the normal condition, warning condition, and critical condition [9]. The LMTD between the hot and cool streams with respect to the heat loss should determine the generator condition. The thermal properties of the hot and cool streams that flow through the heat exchanger are based on the generator temperature during operation. By computing the LMTD and the exchange heat between the hot and cold streams at each end of the heat exchanger with a constant flow, a powerful indication emphasizes that an expected fault could be detected due to high temperature of the generator. Further, by evaluating the pressure drop of the cold fluid in the three conditions...
with respect to the LMTD, an additional sign gives enough details about the generator health condition. The data size is 60,000 generator temperatures in the three different conditions within 10 minutes and all cold and hot fluids thermal properties are known. Figures 5.6 and 5.7 show the losses in the heat and logarithmic average of the temperature difference trends over time in the three different conditions respectively.

Figure 5.6 The heat losses trends over time through three different conditions.
The previous figures show that when the generator suffers from high temperatures (critical case) due to some reasons, such as overload—winding insulation failure, and core insulation failure [95], the amount of heat losses rises dramatically. In this case, the logarithmic average of the temperature difference between the hot and cold streams will increase at each end of the heat exchanger. Therefore, the increase in the component of the generator temperature is expected and the critical condition is imminent. The normal condition presents smooth performance of the wind generator, and it could see the heat losses, and the LMTD values become small over the time. The warning condition is transition stage between the critical and normal conditions and occurs when the generator temperature trend increases gradually and exceeds the safe operation temperature limit due to the heat losses. The electrical power loss, which is the loss in the heat of the wind
generator can be determined from two aspects, electric and thermal aspects. In this work, the estimation of the loss in the heat, which is roughly equal to the gained heat of the air that used to cool the wind generator is based on the thermal aspect. In fact, there is few difference in the loss values of the heat between the thermal and electrical aspects, but in many situations estimating the loss in the heat of the wind generators from the electric analysis represents a difficult challenge. Therefore, it is very reasonable to use the thermal anatomies to estimate the loss in the heat of the wind generators due to the simplicity and flexibility of the heat transfer relations.

5.5. The Obtained Results of the Second Method

The obtained results confirm that the use of the heat transfer relations is very powerful to perform CMS on the wind generators due to high temperatures under abnormal and normal conditions. Using the heat transfer analysis gives an alternative way to detect the generator faults that occur due to the elevated temperature by utilizing some of the thermal parameters. Figure 5.8 displays the trend of the criterion $S_1$ as a versatile function for monitoring the operating condition of the wind generator. The criterion $S_1$ depends on the linear relationship between the loss in the heat from the generator and the logarithmic average of the temperature differences through the heat exchanger in three different conditions. The results indicate that the high value of criterion $S_1$, which represents the heat loss with respect to the LMTD is not desirable since this situation occurs when the loss in the heat of the generator increases, which raises the generator temperature gradually. This
situation confirms that the generator health is not adequate, and the operation condition of the generator is risky. The increase in the generator temperatures occurs due to different causes, such as the environment and nacelle temperatures. However, the loss in the generator power is the most significant cause that increases the generator temperature dramatically.

Reynolds number, which is widely used in the fluid mechanics applications can be considered an indicator to investigate the generator health. This variable is directly related to the loss in the heat of the generator and the LMTD through the heat exchanger. The Reynolds values in Fig. 5.9 show a significant trend through the three different conditions. The high value of the Reynolds variable for the coolant fluid represents a deterioration in

Figure 5. 8 Criterion $S_1$ trends through three different conditions.
the operating conditions of the system due to the high temperature since Reynolds variable is based on the coolant fluid viscosity, which decreases dramatically with the increase in the generator temperatures.

Finally, the pressure drop through the generator’s heat exchanger as well is worthy parameter and could be used as an indicator to investigate the generator health. The obtained results confirm that when the generator suffers from high temperature, the pressure drop of the coolant fluid decreases remarkably since the coolant fluid density increase with the high generator temperature and Reynolds values increase obviously. Therefore, the criterion $S_2$ is considered another scale for monitoring the operating condition of the wind generator because it is directly linked to the pressure drop and LMTD.
through the heat exchanger. Figure 5.10 shows the trend of the criterion $S_2$ over 600 seconds in the three different conditions and emphasizes that when generator condition in the critical mode, the pressure drop with respect to the LMTD of the generator heat exchanger is lower than normal mode [100-103].

![Figure 5.10 Criterion $S_2$ trends through three different conditions.](image)

5.6. The Conclusion of the Second Method

In this proposed work, the heat transfer analysis and fluid mechanics relations are employed to developing a proper CMS on the wind generators due to the increasing in the generator temperature. The performance of the heat exchangers plays an effective role to
avoid the failures and maintain the wind turbines to be protected. New methodology has been applied in the CMS of the wind generators that work with the water-air heat exchanger to provide proper cooling system to the generator. The obtained results of the proposed model show that high values of the loss in the heat of the wind generator with respect to the LMTD of the generator’s heat exchanger is not desirable. In this situation, the performance of the cooling system is affected negatively, which creates inappropriate operation conditions due to the increasing in the generator temperature. Reynolds number of the coolant fluid is a good indicator as well to define the operation condition of the system since it depends on the coolant fluid viscosity, which decreases rapidly with the increase in the generator temperature. In addition, the obtained results demonstrate that the pressure drop through the generator heat exchanger is indicator to identify the operation condition of the wind generator with respect to the LMTD. The high value of the pressure drop with respect to the LMTD indicates that the generator temperature is suitable. The cool fluid pressure drop is based on the cold fluid density, which increases with the high generator temperature. Future work should take into account to apply this method on the wind generators that work with the air-air heat exchangers and confirm the validity of the proposed algorithm.
Chapter 6. The Third Method: Hazard Model Reliability Analysis Based on a Wind Generator Condition Monitoring System

This chapter presents an application of the hazard model reliability analysis on wind generators, based on CMS. The hazard model techniques are most widely used in the statistical analysis of the electric machine’s lifetime data. The model can be utilized to perform appropriate maintenance decision-making based on the evaluation of the mean time to failures that occur on the wind generators due to high temperatures. The knowledge of the CMS is used to estimate the hazard failure, and survival rates, which allows the preventive maintenance approach to be performed accurately. A case study is presented to demonstrate the adequacy of the proposed method based on the condition monitoring data for two wind turbines. Such data are representative in the generator temperatures with respect to the expended operating hours of the selected wind turbines. In this context, the influence of the generator temperatures on the lifetime of the generators can be determined. The results of the study can be used to develop the predetermined maintenance program, which significantly reduces the maintenance and operation costs.

6.1. Introduction

The CMS for wind turbine components is critical to developing an effective maintenance program. An inclusive monitoring system provides diagnostic information on
the health of the turbine components, and issues warnings to the maintenance crew that potential failures or critical malfunctions might be imminent. CMS; therefore, can be used to schedule maintenance tasks or repairs before a technical problem causes downtime in the whole wind turbine [104, 105,]. The CMS technique can be divided into two categories: off-line monitoring and on-line monitoring. The wind turbine must be taken out of service in order to allow the maintenance crew to inspect the conditions through the off-line monitoring. Usually this monitoring technique is applied as routine or scheduled maintenance at regular intervals. The maintenance includes verification of the oil condition, and an inspection of the functioning of the system components, and the control systems. The on-line monitoring, on the other hand, provides enough details about the performance of the turbine subsystems performance while they rotate under different loading conditions. The Supervisory Control and Data Acquisition systems (SCADA) in turn, present the performance of the turbine subsystems. In the recent years, many advanced on-line monitoring systems have been introduced to wind turbines. The most common ones are vibration monitors, temperatures monitors, electrical current monitors and fluid contamination monitors [104-108].

In wind generators— the temperature is extensively monitored— i.e., the temperature sensors are designed to monitor specific areas of the stator core and the cooling fluids of large electrical machines— such as wind turbine generators. The generator temperature has a direct relationship with the electrical loads, cooling systems, and ambient conditions— consequently, when the temperature measurement is combined with the
information of the system conditions— the effective condition monitoring can be achieved [15]. Such monitoring systems increase the reliability of the generator component and reduce the operation and maintenance expenses.

The nature of the maintenance needs to determine which methods must be applied. There are two methods available: the calendar-based method (the component needs to be replaced after a specified time), and the condition-based method (the component needs to be replaced based on its physical condition). To improve the reliability of wind energy systems, the Condition-Based Maintenance (CBM) approach is one of the most effective methods that can be applied. Based on CBM, the collected data can be summarized and analyzed, such as oil analysis, vibration analysis, acoustic emission analysis, and temperatures trend analysis. Furthermore, CBM can be applied to determine the appropriate time to replace a component, such as the wind generator. [15], [104-110,].

Many Researchers have improved several condition-monitoring techniques that can increase the reliability of the wind energy industry. Rajesh Karki and Po Hu present a simplified approach for reliability evaluation of wind power systems [111]. The main idea of their work is to define the minimum multistate representation for a wind farm generation sample with respect to the estimated reliability of the power systems. Haitao Guoa and Simon Watson propose three-parameter Weibull failure rate function to perform life tests on wind turbine components, by utilizing two techniques: maximum likelihood and least-squares [112]. In Ref. [108] a life cycle cost approach is considered in order to estimate the

139
financial interest by using CMS as a tool to implement the CBM strategy. Ref. [109] presents an approach to evaluate the wind turbine degradation process based on an optimal maintenance program, which develops the reliability analysis of the system. Hall and Strutt present an application of physics-of-failure models of component lifetimes in the existence of parameter and model uncertainties [110]. The selected random variables and the characteristic life-time of the systems are described by using the knowledge of Weibull distribution. Then, the Monte Carlo technique is utilized to estimate the probability of failure of the selected component. In this paper, a hazard reliability technique for wind generators based on CMS is employed to develop a proper maintenance strategy, which aims to extend the system life-time and reduce potential failure during operation due to high generator temperatures.

Monitoring the trend of the generator temperatures with respect to the expended working hours is beneficial. Reliability analysis of the wind generators can be performed based on generator temperature data in order to make appropriate decisions concerning generator maintenance. In order to estimate the failure and survival rates of the wind generators, the hazard rate function statistical method can be utilized. The main objective of this work is to estimate the Mean Time to Failure (MTTF) of wind generators, and estimate the failure and survival rates of the wind generators. Consequently, the proper time to replace the generators can be determined, and the appropriate maintenance approach can be implemented. This leads to reduce the maintenance cost and improve the reliability of the wind energy system remarkably. Based on the collected generator
temperature data of two wind turbines, a case study is presented to demonstrate the proposed approach.

This chapter is arranged as follows: the theoretical background about the proposed hazard failure rate model is introduced in Section 6.2. To model the failure time of the wind generators, the hazard technique based on the Weibull distribution function is presented in this section. Then, the estimation of the mean time to failure for wind generators is described in Section 6.3. For the sake of testing the validity of the proposed method, a case study is provided in Section 6.4. The obtained results of the research work and discussions are presented in Section 6.5. Concluding remarks are given in Section 6.6.

6.2. Theoretical Background on the Proposed Hazard Failure Rate Model

Years of experience with wind energy systems and machines in general, have provided the failure rate characteristic curve of wind turbines as shown in Fig. 6.1 [112-118]. This curve is called the life curve or bathtub curve, and it can be applied widely in reliability engineering applications for any component, such as a wind generator. It characterizes the hazard function, thus illustrating the component failure stages. The initial failures might occur during operation in the early life period of wind generators (first stage) due to many reasons, such as improper design, defective raw material, poor quality of work, and poor quality control. The failure rates in this stage are called the infant mortality or rapidly declining failure rates since the generator will be replaced once the fault is detected. During the operating period (second stage), the failure rates are relatively constant. In the
third stage of the aging period, the wearout occurs due to operation conditions and/or electrical/thermal stress. The expended working hours also determine to a great extent the increase in the failure rates of wind generator. The failure rate through this phase is dramatically increased; consequently, the reliability analysis on wind generators should be applied through this critical period. Furthermore, the models for such failure rate functions are required, when the life cycle of the system is studied.

![Failure Rate](Fig. 6.1 The life curve of wind generator [112-118].)

In order to estimate the failure rates, survival rates, and the MTTF, several methods based on the reliability analysis can be utilized. The hazard analysis technique is one of the most effective approaches that can be used for this purpose. The failure rate is called the hazard rate, and can be represented by the hazard function \( h(t) \), which measures the risk
or the probability that the generator can still survive after time \( t + \delta t \) as follows [94,116-122]:

\[
h(t) = \lim_{\delta t \to 0} \frac{P(t \leq T < t + \delta t | T \geq t)}{\delta t}
\]

where, \( T \) is the failure time of the wind generator.

The knowledge of CMS can be employed to estimate the hazard failure rate function, which is the most widely used statistical analysis tool of the lifetime data. The failure rates data of wind generators can be acquired in several forms, such as the historical failure rate data about the generator under monitoring, handbooks of failure rate data, which are available from commercial sources. In addition, the failure data can be obtained by exposing the generator to abnormal operation conditions in the lab.

To model the failure time, Weibull distribution function can be utilized, which is one of the most efficient functions that can represent the distribution of the lifetime data accurately. Furthermore, Weibull distribution has the advantage of flexibility in modeling the failure time data; consequently, accurate risk prediction for the component can be obtained. Therefore, Weibull distribution can is a guaranteed method to model the wind generators’ time to failure. The Weibull hazard function \( h(t) \) at time \( t \) is defined as follows [94], [116-122]:

\[
h(t) = \frac{f(t, \alpha, \beta)}{R(t, \alpha, \beta)} = \frac{\beta t^{\beta-1}}{\alpha^\beta}
\]
where, $\beta$ is the shape parameter; $\alpha$ is the scale parameter or characteristic life; $f(t, \alpha, \beta)$ is the Weibull probability density function; and $R(t, \alpha, \beta)$ is the Weibull survival function [94], [116-124]. The shape and scale parameters of the Weibull distribution function are defined as follows:

$$\beta = \left( \frac{\sigma_x}{\mu_x} \right)^{-1.086}$$  \hspace{1cm} (6.3)

$$\alpha = \mu_x \left[ 0.568 + 0.433/\beta \right]^{-1/\beta}$$  \hspace{1cm} (6.4)

where,

$\sigma_x$ is the stander deviation of the group of data $(x)$;

$\mu_x$ is the average value of the group of data $(x)$

Notice that:

$h(t)$ is:

(a decreasing function of $t$ when $\beta < 1$

a constant when $\beta = 1$

an increasing function of $t$ when $\beta > 1$)

Therefore, the failure rate can be determined based on the Weibull probability density function, and reliability function. For distributions, such as Weibull distribution, the hazard function is not stable with respect to time. When the shape parameter increases, the mean of the distribution approaches the scale parameter value, and the variance approaches zero.

The survival function $S(t)$ is the probability of survival until time $t$ but not beyond time $t$. It is the reliability function that operates at time $t$, and can be estimated as follows [94], [116-124]:

$$S(t) = P(T \geq t), \quad t \geq 0$$  \hspace{1cm} (6.5)

The Weibull survival function is constructed as follows:
\[ S(t) = R(t, \alpha, \beta) = 1 - F(t, \alpha, \beta) = e^{-(t/\alpha)^\beta} \] (6.6)

The survival analysis is also an essential part for studying the period between the entry to the study of the fault, and the subsequent event. It is limited to the following ranges [94], [117-120]:

\[ S(t) = 1 \text{ when } t = 0 \]
\[ S(t) = 0 \text{ when } t \rightarrow \infty \]

The Weibull probability density function of failure time for the wind generator can be defined as follows:

\[ f(t, \alpha, \beta) = \frac{d}{dt} F(t, \alpha, \beta) = \frac{\beta}{\alpha} e^{-(t/\alpha)^\beta} \cdot (t/\alpha)^{\beta-1} \] (6.7)

The mean and standard deviation of the Weibull probability density function are defined respectively as follows [94], [117-120]:

\[ E(T) = (1/\alpha)^{1/\beta} \Gamma(1 + 1/\beta) \] (6.8)
\[ \text{S.D.} = \left(\frac{1}{\alpha}\right)^{1/\beta} \left[ \Gamma\left(1 + \frac{2}{\beta}\right) - \Gamma^2\left(1 + \frac{2}{\beta}\right)\right]^{1/2} \] (6.9)

The cumulative distribution function \( F(t) \) describes the continuous probability distribution of a random variable, such as the time in survival analysis. It can be defined as follows [48], [113-116]:

\[ F(t) = P(T < t) = 1 - S(t) \] (6.10)

The Weibull cumulative distribution function that characterizes the likelihood of failure prior to time \( t \) is estimated as follows [94], [117-120]:
In general, the cumulative distribution function is constructed to interpret the probability of the variable $T$, which will be lower than or equal to the probability of any value of $t$.

To estimate the MTTF of wind generators, the types of maintenance that can be applied for any wind turbine should be understood first. For wind energy systems, two main types of maintenance are usually performed, the preventive maintenance (PM), and the corrective maintenance (CM) as shown in Fig. 6.2, which illustrates the classification of the maintenance types.

![Fig. 6.2 The maintenance strategy application [34], [105-109], [116].](image)
In this context, PM is further divided into the time-based maintenance, the usage or age-based maintenance, and condition based maintenance. In the time-based maintenance approach, the maintenance schedule is predetermined depending on the calendar time strategy. While the age-time maintenance method is implemented based on the expended operation hours of the entire system, which represent the component age. The application of the condition based maintenance technique is based on data, which can be analyzed to acquire knowledge about the physical operation conditions. The CM, on the other hand, is applied when failure occurs according to unexpected operation or surrounding conditions. The classical replacement policy, however, is performed for both PM and CM due to failure or a certain age [34], [105-109], [116]. The most important considerations that should take in the account when determining the proper maintenance program are the age of the component, and the performance history of this component until the moment of decision making. The use of reliability analysis, such as failure rates and MTTF can minimize the costs for inspections and repairs as well as the costs due to component downtime. The estimation of MTTF is presented in the following section.

6.3. The Estimation of the Mean Time to Failure of Wind Generators

The MTTF of a component in wind energy systems, such as the generator is a reliability term based on methods for lifecycle predictions. It is a numerical statistical value based on analyzing a group of data to identify the failure rate and determine the expected operation time. It can be defined as the expected mean time until the first failure occurs. Suppose the likelihood for a random variable $T$ (lifetime) to take on a given value (density
function) is \( f(t) \), and the reliability of the maintained system with no maintenance is \( R(t) \).

In many instances, the PM approach is the most applicable maintenance type in the wind energy systems. After such a maintenance action is taken, the system is repaired to reach a condition “as good as new.” Figure 6.3 indicates the effect of the PM on a wind generator [116].

Fig. 6.3 The reliability of a wind generator with and without preventive maintenance (PV), [116].

As shown in this figure, no maintenance action is taken until \( t = t_o \), and the reliability of the maintained system \( R_m(t) \) through the interval \( 0 \leq t \leq t_o \) can be stated as follows [105, 106, 112, 116]:

\[
R_m(t) = R(t); \quad 0 \leq t \leq t_o
\]  

(6.12)
At any time during the next interval of time $t_0 \leq t \leq 2t_0$, the reliability of the maintained system is defined as follows [34, 106, 116, 119, 124,]:

\[ R_m(t) = R(t_0)R(t - t_0); \quad t_0 \leq t \leq 2t_0 \quad (6.13) \]

Consequently, the reliability of the maintained system during the interval $it_0 \leq t \leq (i + 1)t_0$ can be expressed as follows [105, 106, 112, 116, 117, 119,]:

\[ R_m(t) = R^i(t_0)R(t - it_0); \quad it_0 \leq t \leq (i + 1)t_0; \quad i = 0, 1, 2, \ldots \quad (6.14) \]

The MTTF of a maintained system is determined as follows [106, 112, 116, 117, 119, 124,]:

\[
MTTF = \int_0^\infty R_m(t) dt = \int_0^{t_0} R_m(t) dt + \int_{t_0}^{2t_0} R_m(t) dt + \cdots + \int_{(i+1)t_0}^{(i+1)t_0} R_m(t) dt \\
MTTF = \sum_{i=0}^{\infty} \int_{it_0}^{(i+1)t_0} R_m(t) dt \quad (6.15)
\]

By substituting Eq. (6.14) into Eq. (6.16), we have

\[
MTTF = \sum_{i=0}^{\infty} R^i(t_0) \int_{t=it_0}^{(i+1)t_0} R_m(t - it_0) dt \quad (6.17)
\]

Assuming $\tau = t - it_0$; Then, Eq. (6.17) can be rewritten as follows:

\[
MTTF = \sum_{i=1}^{\infty} R^i(t_0) \int_{\tau=0}^{t_0} R_m(\tau) d\tau \quad (6.18)
\]

In general, the MTTF is defined as follows:
\[ MTTF = \frac{1}{1 - R(t_0)} \int_0^{t_0} R_m(\tau) d\tau \]  

(6.19)

In the Weibull distribution, the MTTF can be estimated by using the next formula [105, 106, 112, 116, 117, 119,]:

\[ MTTF = \frac{1}{\beta} \Gamma \left( \frac{1}{\beta} \right) \cdot \alpha \]  

(6.20)

The variance of MTTF is defined as follows:

\[ MTTF_{\text{var}} = \alpha^2 \left[ \Gamma \left( 1 + \frac{2}{\beta} \right) - \left( \Gamma \left( 1 + \frac{1}{\beta} \right) \right)^2 \right] \]  

(6.21)

In addition, the Median Life (ML) of the MTTF is quite significant as it shows the sufficient information about the failure trend of the wind generator, which can be estimated as follows [106, 111, 112, 116, 117, 119,]:

\[ MTTF_{\text{ML}} = \alpha \cdot (\ln 2)^{1/\beta} \]  

(6.22)

The proposed methodology of Maintenance Decision – Making approach is described in the flowchart shown in Figure 6.4. First, the recorded generator temperature data must be inserted to the model in order to compute the number of faults due to high temperature. Based on specifying the expended operating hours at each recorded fault, the previous step can be achieved. Then, defining the distribution of the failure data is significant to identify the model parameters and apply the reliability analysis. The survival and hazard failure rates with respect to the expended operating hours are required to analyze the system condition. When hazard rate nears to one and the survival rate approaches zero, the corrective maintenance process must be implemented immediately,
and the wind generator has to be replaced. On the other hand, the MTTF at a particular expended operating hour \( t \) must be determined when \( S(t) \gg 0 \), and \( H(t) \ll 1 \), which means that the system does not suffer from any severity at the moment in which the data are collected. Finally, determining the need of preventive maintenance for the system is based on the estimation of MTTF. When MTTF exceeds the expended operating hours \( (t) \), the preventive maintenance must be applied immediately; otherwise, the maintenance approach should apply according to the maintenance calendar method. A case study will be presented in the following section, to demonstrate the mechanism of using the hazard failure rate model. The case study will explain how to use the condition monitoring data to estimate the MTTF based on the expended working hours of wind turbines.

![Fig. 6. 4 The proposed methodology of Maintenance Decision – Making approach.](image-url)
6.4. Case Study

In this section, a case study is provided in order to explain how to employ the proposed hazard approach to estimate the MTTF, failure rates, and survival rates of two wind generators at any specific running time. Actual data are collected from the two variable speed wind turbines, which are installed in different wind farms in order to test the validity of the proposed model. The brand of each wind turbine is different, and each has a synchronous permanent magnet generator with the rated speed of 1500 rpm. The ratings of the two wind turbines are 750 kW, 60 Hz, and they have three blades upwind with 46 m rotor diameter. The SCADA system provides enough details about the generator stator temperature, which is considered in this work as the generator temperature for both wind turbines. Moreover, the generator temperatures are recorded since the first operation hour for both wind turbines.

According to the manufacturer’s handbooks /manuals, the wind turbines will shut down when the generator temperature reaches 140°C over a continuous period of 60 seconds, and restart when the generator temperature drops to 120°C. The operation conditions of the wind turbines are classified as shown in Table 6.1. In this work, the fault condition will be considered when the generator temperature exceeds 100°C, because the operation condition below 100°C is normal [125, 126,]. The main goal of this work is to determine the effect of the high generator temperatures on the generator age, which can identify the failure rate and reliability of the wind generators and suggest the proper time to replace or repair the wind generator based on estimating the MTTF.
Table 6.1 The operation conditions of the study [125, 126].

<table>
<thead>
<tr>
<th>State</th>
<th>Generator Temperatures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal condition (No Fault)</td>
<td>$T_G &lt; 100 , ^\circ C$</td>
</tr>
<tr>
<td>Warning condition (Fault)</td>
<td>$100 , ^\circ C &lt; T_G &lt; 135 , ^\circ C$</td>
</tr>
<tr>
<td>Critical condition</td>
<td>$T_G &gt; 135 , ^\circ C$</td>
</tr>
</tbody>
</table>

The recorded historical generator temperatures for both wind turbines are measured every 60 seconds, i.e., there are sixty recorded generator temperature values for each wind turbine in an hour. In order to simplify the proposed work, the average of the recorded generator temperatures for every 60 minutes (each working hour) is calculated [125, 126]. Consequently, through 50,000 working hours; for instance, there are 50,000 generator temperature values available to apply the proposed analysis. The recorded faults due to high generator temperatures (more than $100^\circ C$) through the specific working hour intervals for both wind turbines are classified as shown in Tables 6.2, and 6.3 respectively.

**Table 6.2** The recorded faults vs. the expended working hours for Turbine A [120, 121.]

<table>
<thead>
<tr>
<th>Working Hours $\times 10^3$ (hrs.)</th>
<th>Up to 25</th>
<th>25–30</th>
<th>30–36</th>
<th>36–46</th>
<th>46–54</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Faults</td>
<td>426</td>
<td>522</td>
<td>1212</td>
<td>4789</td>
<td>7211</td>
</tr>
</tbody>
</table>

**Table 6.3** The recorded faults vs. the expended working hours for Turbine B [120, 121.]

<table>
<thead>
<tr>
<th>Working Hours $\times 10^3$ (hrs.)</th>
<th>Up to 25</th>
<th>25–30</th>
<th>30–36</th>
<th>36–46</th>
<th>46–60</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Faults</td>
<td>343</td>
<td>487</td>
<td>967</td>
<td>2103</td>
<td>7124</td>
</tr>
</tbody>
</table>

The available recorded generator temperatures for Turbine A represent 54,000 expended working hours, while for Turbine B represent 60,000 expended working hours. The distribution of the number of faults due to high generator temperatures with respect to
the expended working hours (the failure time distribution) of both wind turbines is shown in Figs. 6.5, and 6.6 respectively.

Fig. 6.5 The area fault graph for Turbine A

Fig. 6.6 The area fault graph for Turbine B
Based on the area fault graphs for both wind turbines, the number of times that the generator temperature exceeds 100°C at Turbine A are greater than that at Turbine B; although, the interval of the expended operating hours of Turbine B is bigger. This is due to the fact of the operation conditions and thermal stress were different, which causes variations in generator temperatures. Figure 6.7 shows the comparison of both wind turbines regarding the number of faults with respect to the expended operation hours.

Fig. 6.7 The number of faults trend of the Turbine A, and B

The previous figure illustrates that the number of faults increases dramatically in the last period of study for both wind turbines with respect to the expended working hours. Further, the inequality in the generator temperature values for both wind turbines is apparent. This indicates that the estimated working life of both wind generators will be
unequal. The increase of the number of faults is occurred due to high temperatures, which reduces the average age of both wind generators. The Weibull distribution can be utilized to obtain more accuracy on the reliability analysis of wind turbines than other distributions. This fact is confirmed by inserting the recorded generator temperatures of both wind generators into the EasyFit software, which deals with a wide range of distributions and selects the best model that fits the collected data in seconds. Table 6.4 shows the best five distributions, which are categorized according to Chi-Squared, Anderson Darling, and Kolmogorov Smirnov statistical tests of the collected data.

Table 6.4  The best five distributions of the collected data for Turbines A, and B.

<table>
<thead>
<tr>
<th>Turbine</th>
<th>Distribution Type</th>
<th>Kolmogorov Smirnov</th>
<th>Anderson Darling</th>
<th>Chi-Squared</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Statistic</td>
<td>Rank</td>
<td>Statistic</td>
</tr>
<tr>
<td>A</td>
<td>Pert</td>
<td>0.09812</td>
<td>3</td>
<td>2.2164</td>
</tr>
<tr>
<td></td>
<td>Pert</td>
<td>0.09652</td>
<td>3</td>
<td>2.176</td>
</tr>
<tr>
<td>B</td>
<td>Weibull</td>
<td>0.10488</td>
<td>4</td>
<td>2.3891</td>
</tr>
<tr>
<td></td>
<td>Weibull</td>
<td>0.0872</td>
<td>2</td>
<td>2.221</td>
</tr>
<tr>
<td>A</td>
<td>Inv. Gaussian</td>
<td>0.0778</td>
<td>1</td>
<td>2.6511</td>
</tr>
<tr>
<td></td>
<td>Triangular</td>
<td>0.0674</td>
<td>1</td>
<td>2.485</td>
</tr>
<tr>
<td>B</td>
<td>Cauchy</td>
<td>0.07952</td>
<td>2</td>
<td>2.9</td>
</tr>
<tr>
<td></td>
<td>Log-Gamma</td>
<td>0.1875</td>
<td>4</td>
<td>3.0761</td>
</tr>
<tr>
<td>A</td>
<td>Normal</td>
<td>0.10564</td>
<td>5</td>
<td>3.0349</td>
</tr>
<tr>
<td></td>
<td>Lognormal</td>
<td>0.19732</td>
<td>5</td>
<td>2.752</td>
</tr>
</tbody>
</table>
Based on the Chi-Squared test, the Weibull distribution has the smallest Chi-Squared statistical value for both wind turbines, which means that the Weibull distribution model fits the generator temperature data perfectly [127]. The Weibull probability plots of the generator temperatures for both wind turbines are required in order to confirm the fact of the Weibull distribution is appropriate to represent the data. Figures 6.8, and 6.9 respectively illustrate that there are acceptable Weibull probability plots in which the majority of the temperature points lie approximately along a straight line.

![Weibull probability plot](image)

Fig. 6. 8 The Weibull probability plot of the generator temperatures for the wind Turbine A.
In order to estimate the generator failure rate and survival rate, the Weibull probability density function (PDF) is required for both wind turbines according to the recorded generator temperatures, and the expended working hours as shown in Figure 6.10. The density function of the Weibull distribution is to present the frequency of the failure time when the generator temperature is above 100°C. Furthermore, the PDF chart describes the relative likelihood of the generator temperatures as random variable varies with the change in the operation conditions [94, 120, 121, 127, 128,]. Note each wind turbine has a different shape and scale parameter due to the variation in the generator temperatures of both wind turbines. The shape and scale parameters affect the obtained results, which are presented in the following section.

Fig. 6. 9 The Weibull probability plot of the generator temperatures for the wind Turbine B.
6.5. The Obtained Results of the Third Method

In order to search the effect of the generator temperature on the wind turbine reliability with respect to the generator expended working hours, the data of Turbine B are taken as an example. This because Turbine B has longer expended working hours than Turbine A, which helps to extend the analysis size of the current study. Figure 6.11 shows several survival rate curves for Turbine B, based on the expended operating hours and the generator temperatures. It is found that the survival rate decreases when the expended operating hours increase at any generator temperature. Furthermore, when the generator
temperatures increase, the survival rate or the generator decreases at any range of the expended operating hours.

Fig. 6.11 The Weibull survival plot with respect to the generator temperatures and generator ages for Turbine B.

The cumulative distribution function $F(t)$ can utilize to determine the likelihood of failure that occurs at any generator temperature, with respect to the expended operating hours as shown in Fig. 6.12. The influence of the generator temperature on the probability of failure prior to any specific time based on the generator ages is confirmed by this figure. Figure 6.13 illustrates different failure rate curves for Turbine B based on the expended operating hours, and the generator temperatures.
Fig. 6. 12 The Weibull cumulative failure plot with respect to the generator temperatures and generator ages for Turbine B.

Fig. 6. 13 The Weibull failure rate plot with respect to the generator temperatures and generator ages for Turbine B.
As shown in Fig. 6.13, the Hazard failure rates show higher values with higher expended operating hours; however, the increases of the hazard failure rates become dramatic till the generator temperature reaches 115.8 °C. After that, the Hazard failure rates fluctuate with increasing the generator temperatures and generator ages. This gives, indication about the presence of additional causes affecting the Hazard failure rates in addition to the generator temperature.

Figures 6.14—6.15, and 6.16 show the general reliability analysis for Turbines A—and B according to the expended generators working hours, and the number of faults that considered due to high generator temperatures. Based on the simulation analysis of the collected operation data, it can conclude that the reliability of the generator of Turbine B is better than the generator of Turbine A, which further indicates that the surrounding operation conditions of Turbine A were different from Turbine B. There are several reasons that heighten the generator stator winding temperature, such as the increase of the electrical loads or inappropriate cooling systems in the generator. This leads to increases the thermal and electrical stresses and decrease the wind generator age, and thus have a negative effect on the overall system performance [15].
Fig. 6. 14 The Weibull cumulative failure plots with respect to the generator operation hours and the number of faults for Turbines A, B.

Fig. 6. 15 The Hazard plots with respect to the generator operation hours and the number of faults for turbines A, B.
Fig. 6.16 The SR plots with respect to the generator operation hours and the number of faults for Turbines A, B.

Figures 6.17 and 6.18 respectively show the probability plot graphs of the failures that are occurred due to the high generator temperatures, with respect to the operating hours of each wind turbine. These figures present acceptable Weibull probability plots, in which the majority of the failure points lie approximately along a straight line [94], [119-121], [127]. Tables 6.5 and 6.6 summarize the general reliability analysis results of both wind turbines, which indicate that the estimated life of the generator for Turbine A is approximately 64,000hrs, while the generator for Turbine B is 75,500 hrs. The obtained reliability information helps to reduce the shutdown events, and to implement a suitable maintenance program.
Fig. 6. 17 The Weibull probability plot of the failure points for Turbine A

Fig. 6. 18 The Weibull probability plot of the failure points for Turbine B
Table 6.5  The reliability analysis for Turbine A

<table>
<thead>
<tr>
<th>Working Hours x $10^3$</th>
<th>26</th>
<th>34</th>
<th>44</th>
<th>54</th>
<th>64</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hazard Failure Rate x $10^{-4}$</td>
<td>0.03</td>
<td>0.15</td>
<td>0.73</td>
<td>2.6</td>
<td>7</td>
</tr>
<tr>
<td>Survival Percent</td>
<td>98.9</td>
<td>92.96</td>
<td>63.6</td>
<td>14.5</td>
<td>0.16</td>
</tr>
<tr>
<td>Cumulative Failure Percent %</td>
<td>1.1</td>
<td>7.04</td>
<td>36.4</td>
<td>85.5</td>
<td>99.8</td>
</tr>
</tbody>
</table>

Table 6.6  The reliability analysis for Turbine B

<table>
<thead>
<tr>
<th>Working Hours x $10^3$</th>
<th>30.5</th>
<th>45.5</th>
<th>55.5</th>
<th>65.5</th>
<th>75.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hazard Failure Rate x $10^{-4}$</td>
<td>0.04</td>
<td>0.31</td>
<td>0.84</td>
<td>1.96</td>
<td>4.05</td>
</tr>
<tr>
<td>Survival Percent</td>
<td>98.1</td>
<td>97.7</td>
<td>46.6</td>
<td>12.2</td>
<td>0.67</td>
</tr>
<tr>
<td>Cumulative Failure Percent %</td>
<td>1.95</td>
<td>20.3</td>
<td>53.4</td>
<td>87.8</td>
<td>99.3</td>
</tr>
</tbody>
</table>

With the increase of the number of faults (the number of times that the generator temperature exceeds 100°C), the survival rates of both turbines decrease. The results show that the survival rate of Turbine B is more than that of Turbine A, due to the high temperatures that the generator of Turbine A had experienced. In addition, there are other influencing factors lead to increased generator temperatures, such as the electrical loads, and efficiency of the generator cooling systems [15]. This further results an increase in the thermal and electrical stresses on the generators; consequently, the number of faults (the failure rate) grows as the wind generator ages, which eventually affects the reliability. The surface plots for Turbines A and B are shown in Figs 6.19, and 6.20 respectively. These figures clearly present the relationship between the failure rate, and the survival rate, with respect to the turbine operating hours graphically in three dimensions.
Fig. 6. 19 The surface plot of Turbine A

Fig. 6. 20 The surface plot of Turbine B
According to Eq. (6.20), the Weibull mean time to failure MTTF for both generators can be estimated. Table 6.7 indicates that the average of the predicted operating hours of Turbines A and B before the first failure occurred is 17,725 hrs and 27,700 hrs respectively. In other words, the first fault that is occurred due to the high generator temperature (above 100°C) is recorded at the average time of 17,725 hrs for Turbine A, and 27,700 hrs for Turbine B. Note that the estimation of the MTTF is based on the Weibull scale and shape parameters. The preventive maintenance for both wind turbines is scheduled every 3000 working hours, and the inspection time (t), which was recorded since the previous maintenance was 2000 working hours. In this context, the $\text{MTTF}_{A,B} > t = 2000$ hrs—which confirms that the preventive maintenance is not immediately required, and the scheduled maintenance is accurate and proper.

Table 6.7  The statistical properties of the MTTF for Turbines A, and B

<table>
<thead>
<tr>
<th>Turbine</th>
<th>Statistical Parameter $\alpha$ (Hrs) x $10^3$</th>
<th>Statistical Parameter $\beta$</th>
<th>MTTF (Hrs) x $10^3$</th>
<th>MTTF$_{S.D.}$ (Hrs) x $10^3$</th>
<th>MTTF$_{ML}$ (Hrs) x $10^3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>$\approx 20$</td>
<td>$\approx 2$</td>
<td>17.725</td>
<td>9.265</td>
<td>16.651</td>
</tr>
<tr>
<td>B</td>
<td>$\approx 25$</td>
<td>$\approx 2.5$</td>
<td>27.727</td>
<td>9.492</td>
<td>21.591</td>
</tr>
</tbody>
</table>

6.6. The Conclusion of the Third Method

In this proposed method, an application of Hazard model reliability analysis based on a CMS of wind generators is proposed. The proposed technique can be utilized to address the technical problems that are related to wind generators, which leads to reduce
maintenance and operation costs. The CMS knowledge can be employed to estimate the hazard failure and survival rate functions, which are the most widely used statistical analysis tools of the lifetime data. In order to perform a proper preventive maintenance on wind generators, the estimation of the mean time to failure (MTTF) is required, and the method of estimating this parameter is proposed in this paper. A case study is presented to demonstrate the proposed method based on condition monitoring data of two wind turbines. The purpose of the research is to investigate the influence of the high generator temperatures on the estimated generators age, which helps to plan a suitable maintenance program, and improves the system reliability. The reliability analysis is performed for each wind turbine, and the hazard lifetimes are estimated based on the Weibull distribution with respect to the generator temperatures, and expended working hours of both wind turbines. It is found that with the increase of the number of faults (the number of times that the generator temperature exceeds 100°C), the survival rate of both turbines decreases. The hazard life time, failure and survival rates, are different in each generator of the turbines. The two turbines show variations in the reliability analysis results, because the operation conditions of both wind turbines, such as electrical loads, and the generator cooling systems are dissimilar. By estimating the MTTF, the failure and survival rates of wind generators, an optimal maintenance decision can be made. The future work will be focused on estimating the age of wind generators and the MTTF by inserting additional covariates to the model, such as the generator voltage or frequency to indicate their effects. Furthermore, constructing an optimized cost model by using the hazard model techniques or different degradation models will be beneficial.
Chapter 7. The Fourth Method: A Condition Monitoring System for Wind Turbine Generator Temperature by Applying Regression Models

A modern statistical approach to perform CMS on the wind generators based on the regression models is presented in this chapter. Two types of the regression models are demonstrated through the derivation of the proposed algorithm. The first one is the standard multiple linear regression model, which can be used in the linear pattern between the response and the independent variables of the model. The second one is the polynomial regression model, which can be applied when a curvilinear relationship is existent between the response and the model’s independent variables. The proposed technique are used to construct the normal behavior model of the electrical generator temperature based on the historical generator temperatures, and to study the influence of the heat loss on a wind generator’s temperatures.

Monitoring the wind generator temperatures is a significant for efficient operation and plays a key role in an effective CMS. Many techniques, including prediction models can be utilized to reliably forecast a wind generator’s temperature during operation and avoid the occurrence of a failure. The regression models can be used to construct a normal behavior model of an electrical generator’s temperatures based on recorded data. Many independent variables affect a generator’s temperature; however, the degree of influence
of each independent variable on the response is dissimilar. In many situations, adding a new independent variable to the model may cause unsatisfactory results; therefore, the selection of the variables should be very accurate. A generator’s heat loss can be considered a significant independent variable that greatly influences the wind generator with respect to the other variables. A generator’s heat loss can be estimated in intervals by analyzing the exchange in the heat between the hot and cold fluid through the heat exchangers of wind generators. A case study built on data collected from actual measurements demonstrates the adequacy of the proposed model. A case study built on data collected from actual measurements demonstrates the adequacy of the proposed model.

7.1. Introduction

Wind generator failure caused by high temperatures, which can occur as a result of various reasons, has increased remarkably. External vectors, such as harsh climatic situations and variable electrical loads cause abnormal operation conditions. However, wind energy reliability is growing as a result of recently implemented advanced monitoring systems. Applying modern condition monitoring to wind generators increases the generated wind power and helps reduce operation and maintenance expenses, especially in wind turbines deployed offshore. CMS can provide detailed information about a wind generator’s condition by analyzing measured signals to predict and avoid an impending failure in the wind turbine’s components. The temperature of a wind generator is one of its most important operating characteristics, and it needs to be monitored. In wind generators,
the electromagnetic losses produce a significant amount of heat, which in turn warms up the generator and causes a temperature increase in the stator bars that reduces the life span of the insulation materials. This problem challenges engineers to develop proper CMSs for wind turbine generator parts [20, 31, 94,].

Monitoring the wind generator temperatures is a significant for efficient operation and plays a key role in an effective CMS. Many techniques, including prediction models can be utilized to reliably forecast a wind generator’s temperature during operation and avoid the occurrence of a failure. The regression models can be used to construct a normal behavior model of an electrical generator’s temperatures based on recorded data. Many independent variables affect a generator’s temperature; however, the degree of influence of each independent variable on the response is dissimilar. In many situations, adding a new independent variable to the model may cause unsatisfactory results; therefore, the selection of the variables should be very accurate.

The heat loss of wind generators is a very significant independent variable that affects the generator temperature; therefore, it is worthwhile to focus on the wasted heat of wind generators. The heat loss of wind generators can be estimated from the thermal aspect by computing the heat exchange between the hot air that comes from the high temperatures of a generator’s parts and the cold fluid inside a generator’s heat exchangers [26, 99,]. The proposed method studies and evaluates the effect of heat loss on a generator’s temperatures by employing regression models. Regression models are formulated in several ways, such
as the standard multiple regression model (MLRM) or the polynomial regression model (PRM). The regression model is an effective approach that can be utilized to predict and monitor temperatures inside wind turbine generators by evaluating the correlation between the observed values and the predicted values of the criterion variables based on recorded generator temperatures. The rest of the paper is organized as follows: Section 7.2 introduces background information about the MLRM and describes how model validation can be detected. Section 7.3 presents the statistical tests that can be applied to measure the standard MLRM adequacy. The transformation process to the PRM is explained in Section 7.4. To demonstrate the estimation of wind generator heat losses from the thermal side, Section 7.5 provides heat transfer analysis for the heat exchangers of wind generators. A case study is provided in Section 7.6 to demonstrate the methodology of the present work. Section 7.7 presents the results of the proposed method. Finally, the conclusion of the proposed work is given in Section 7.8.

7.2. Theoretical Background on the Standard MLRM

The MLRM is one of the most popular statistical techniques used to predict the behavior of a response (dependent variable) by modeling a group of explanatory variables (independent variables) [26, 128, 129,]. The independent variables that affect the generator temperature can be defined as follows [15]:

- *Generator power (GP)*: A generator’s power has a direct effect on a generator’s temperature. The stator current in a generator rises when the electrical load is high,
which leads to an increase of the generator’s output power and the temperature of the generator.

- **Ambient or outside temperature (OT):** The considerable and frequent rise in the outside temperature leads to an increase in a generator’s temperature.

- **Nacelle temperature (NT):** A nacelle’s temperature is closely related to a generator’s temperature, because the generator itself is located inside the nacelle component.

- **Cooling temperature (CT):** There is a strong relationship among the temperatures of the cold fluids inside the heat exchangers, which are used to cool a generator and the temperature of the generator. Heat exchangers that are used in wind generators play a remarkable role in providing proper operating conditions for the generator components.

- **Heat loss (HL):** The heat loss of a wind generator is a very significant variable that can be added to the proposed model as an independent variable because the heat loss warms up the active parts of a generator and causes an increase in the generator’s temperature [26, 41, 42, 99].

There are three parts of the generator their temperature can be measured easily and represented the generator temperature in general. These parts are the generator frame, the stator windings, and the generator rotor. Figure 7.1 presents the measured temperatures of the selected generator parts through 600 seconds. It can see that the generator winding temperature trend lies between the temperature trends of the rotor and frame of the
generator. Therefore, the stator winding temperature represents the generator temperature ($T_G$). Further, the windings are the machine parts that are most likely to be damaged by excessive heating and their temperature identify the generator health. Through this proposed work the generator temperature ($T_G$) represents the dependent variable (response) and strongly correlates to the previous independent variables of the model [41-43], [94].

\[ T_G = \beta_0 + \beta_1 \cdot CT + \beta_2 \cdot GP + \beta_3 \cdot HL + \beta_4 \cdot NT + \beta_5 \cdot OT + \varepsilon \quad (7.1) \]

Fig. 7. 1 The temperature trend of the generator parts [130].

The multiple regression model might describe the relationship between the dependent variable (GT) and the independent variables as follows [128-131]:
where:

- $\beta_i$ ($i = 1, 2, ..., n$) is the $i^{th}$ regression coefficient $\beta$ corresponding to the independent variables, and $n$ is the number of the independent variables.

- $\varepsilon$ is the residual, defined as the difference between the experimental and predicted value.

The response $GT$, which is related to the predictor variables (independent variables $X$) and the regression coefficients $\beta = [\beta_0, \beta_1, \beta_2, \ldots, \beta_n]$ can be estimated by using the method of least squares, as follows:

$$
\beta = \begin{pmatrix} \beta_1 \\ \beta_2 \\ \vdots \\ \beta_n \end{pmatrix}, \quad X = \begin{pmatrix} 1 & CT_1 & CT_2 & \ldots & CT_n \\ 1 & GP_1 & GP_2 & \ldots & GP_n \\ 1 & HL_1 & HL_2 & \ldots & HL_n \\ 1 & NT_1 & NT_2 & \ldots & NT_n \\ 1 & OT_1 & OT_2 & \ldots & OT_n \end{pmatrix}
$$

$$
\varepsilon = \begin{pmatrix} \varepsilon_1 \\ \varepsilon_2 \\ \vdots \\ \varepsilon_N \end{pmatrix}, \quad \beta = (X'X)^{-1} \cdot (X'y)
$$

Then the predicted generator temperature ($\widehat{GT}$) can be formulated as follows:

$$
\widehat{T}_G = \beta_0 + \beta_1 \cdot CT + \beta_2 \cdot GP + \beta_3 \cdot HL + \beta_4 \cdot NT + \beta_5 \cdot OT
$$

The residuals $\varepsilon$ (the difference between the observed values of $T_G$ and the corresponding predicted values $\widehat{T}_G$) play an important role in evaluating the adequacy of the fitted regression model and the shape of the model. The model deficiencies show up clearly by
analyzing the relationship between the residuals $\varepsilon$ and the corresponding fitted values $\hat{y}$, [128-130]. The error variance of term $y$ is $\sigma^2$, which can be determined by using the following equation:

$$\sigma^2 = \frac{SS_{Res}}{N - p} \quad (7.5)$$

where, $N$ is the number of observations (experimental data points) and $SS_{Res}$ is the residual sum of squares, which can be given as follows [26, 128, 129.]:

$$SS_{Res} = y' y - \beta' X' y \quad (7.6)$$

The term $N - p$ is the residual degree of freedom, and $p = k - 1$, where $k$ is the regression degree of freedom. The residual mean square can be determined as follows [128-131]:

$$MS_{Res} = \frac{SS_{Res}}{N - p} \quad (7.7)$$

The total sum of squares $SS_T$ is a statistical term that is partitioned into the sum of squares as a result of regression $SS_R$ and the residual sum of squares $SS_{Res}$. Thus,

$$SS_T = SS_R + SS_{Res} \quad (7.8)$$

$$SS_R = \sum_{i=1}^{n}(\hat{y}_i - \bar{y})^2, \quad \bar{y} = \frac{1}{N} \sum_{i=1}^{N} y_i \quad (7.9)$$

The regression mean square can be defined as follows:

$$MS_R = \frac{SS_R}{k} \quad (7.10)$$
The regression and residual mean squares are utilized to determine the existence of the linear relationship between the response and any of the independent variables based on the test for the regression significance. The model’s coefficients must be within a range determined by utilizing the next formula [128-131]:

\[
\beta_i - \left[ t_{1-\gamma/N-n-p} \right] \cdot \sqrt{\delta^2 \cdot C_{jj}} \leq \beta_{jj} \leq \beta_i + \left[ t_{1-\gamma/N-n-p} \right] \cdot \sqrt{\delta^2 \cdot C_{jj}} \quad (7.11)
\]

where, \( \delta^2 \) is the residual mean square, \( \gamma \) is the confidence interval percent (\( \gamma = 95\% \) in the model assumption), and \( C_{jj} \) the \( j^{th} \) diagonal element of the \((X'X)^{-1}\) matrix.

To determine the importance level for each independent variable in the model, the length-scaling method can be used. The model coefficients are the criteria that are used to detect the importance level for each independent variable. The differences in the dimensions of the dependent variables and model coefficients affect the response values. To address this problem, it is beneficial to create dimensionless regression coefficients by utilizing the length-scaling method. The corrected sum of squares for an independent variable \( X_i \):

\[
S_{jj} = \sum_{i=1}^{k} (X_{ij} - \bar{X}_i)^2,
\]

where, \( i = 1, 2, ..., n \), \( j = 1, 2, ..., N \), and \( X_{ij} \) is the independent variable \( i \) at a specific observation \( j \). The average value of the dependent variable \( \bar{X}_i = \frac{1}{N} \sum_{j=1}^{N} X_{ij} \) for the duration of the window of observation. The corrected sum of squares for the dependent variable \( GT_i \):
\[ S_{ii} = \sum_{i=1}^{n}(T_{Gij} - \overline{T_{Gi}})^2, \]  \hspace{1cm} (7.13)

The simple correlation between \( X_i \) and \( X_j \) is \( r_{ij} \):

\[ r_{ij} = \frac{S_{ij}}{(S_{ii}S_{jj})^{1/2}} \]  \hspace{1cm} (7.14)

In this scaling, each new regressor is \( w_i \). Based on the correlation matrix \( w'w \) and the standardized regression coefficients matrix, \( \hat{b} \) can be estimated as follows:

\[
 w'w = \begin{pmatrix}
 1 & r_{12} & r_{13} & \ldots & r_{1n} \\
 r_{12} & 1 & X_{23} & \ldots & X_{2n} \\
 r_{13} & X_{23} & 1 & \ldots & X_{3n} \\
 \vdots & \vdots & \vdots & \ddots & \vdots \\
 r_{1n} & X_{2n} & \ldots & X_{3n} & 1
\end{pmatrix}
\]  \hspace{1cm} (7.15)

\[ \hat{b} = (w'w)^{-1} \cdot r_{iy} = \begin{bmatrix}
 \hat{b}_1 \\
 \hat{b}_2 \\
 \vdots \\
 \hat{b}_n
\end{bmatrix} \]  \hspace{1cm} (7.16)

Estimating the standardized regression coefficients for each independent variable is essential for measuring the reliability of each independent variable. Such estimations indicate the significance of each variable and term in the model [128-131]. The following section presents the required test that can be applied to measure the model adequacy.

\section*{7.3. Measure of Model Adequacy}

Several techniques can be utilized to determine the validity of the proposed model. They can be summarized as follows:
7.3.1. Test of Individual Regression Coefficients

This test is helpful in selecting the best independent variables for the model. The variance of the response probably increases with more independent variables; therefore, the model might be more efficient with the deletion of some of the independent variables in the model. Determining the correlation coefficients and the degree of significance for each variable are both beneficial to defining the proper independent variables in the model. The hypothesis for testing any regression coefficient is as follows: If the significance of the regression coefficient’s statistical value for a particular independent variable \( t_0 \) is more than the proposed t value \( t_{TABLE} \), then the hypothesis of \( H_0: \beta_i = 0 \) is rejected and the independent variable strongly contributes to the model. This hypothesis can be interpreted as follows [127-131]:

\[ t_0 \text{ should be } > t_{(1-\gamma)/2,n,N-n-1}, \]

where:

\[
t_0 = \beta_i / \sqrt{SS_{Res} \cdot C_{jj}} \tag{7.17}
\]

7.3.2. Test of Significance of Regression

A test of significance of regression is required to investigate whether a linear relationship between the response and any of the regressor variables is present. The statistical concept of this test emphasizes that at least one of the independent variables is
clearly related to the model. The hypothesis of this test is as follows: If the significance of
the regression statistical value \( F_0 \) is more than the proposed F value \( F_{\text{TABLE}} \), then the
hypothesis of \( H_0: \beta_1 = \beta_2 = \cdots = \beta_n = 0 \) is rejected, which means [127-132]:

\[
F_0 \text{ should be } > F_{1-\gamma,n,N-n-1},
\]

where:

\[
F_0 = \frac{M_{R}}{M_{Res}}
\]  

(7.18)

### 7.3.3. The Test for Lack of Fit

This test can be considered as an overall test of the model adequacy. The lack-of-fit test is helpful to determine whether the linear relationship fits the obtained data. The requirements of this test refer to the normality in the distribution of the model’s residuals, the independence of the regressor, and the constant-variance in the model. Fulfilling these requirements confirms whether the tentative model adequately describes the data. To perform this test, the lack-of-fit sum of squares \( SS_{LOF} \) and the pure-error sum of squares \( SS_{PE} \) can be estimated as follows [127-132]:

\[
SS_{LOF} = SS_{RES} - SS_{PE}
\]  

(7.19)

\[
SS_{PE} = \sum_{i=1}^{m} \sum_{j=1}^{n_i} (T_{Gij} - \overline{T_{Gij}})^2,
\]  

(7.20)
where, $T_{gi}$ is the generator temperature average of the $i$ row of the generator temperature matrix, and $T_{gij}$ is the generator temperature of the observation $j$ at row $i$ of the generator temperature matrix. The hypothesis of this test says that if the model adequately describes the data, then the assumption of $(\text{Lack-of-fit } F \text{ test } F_{LOF} > F_{y,df_{LOF},df_{PE}})$ will be rejected, where $F_{LOF}$ can be calculated from the next relation:

$$F_{LOF} = \frac{\text{mean square of lack of fit}}{\text{mean square of pure error}} = \frac{SS_{LOF}/df_{LOF}}{SS_{PE}/df_{PE}} \quad (7.21)$$

where, $df_{LOF}$ is the lack of fit degree of freedom, and $df_{PE}$ is the pure-error degree of freedom.

### 7.3.4. Predicted Residual Sum of Squares Statistic Test

The Predicted Residual Sum of Squares (PRESS) is a measure of the regression model validity and the prediction of potential performance. The PRESS statistical value can be defined as the sum of the squared residuals. An observation that falls outside of the general trend of the data should be considered as adversely affecting the model. The presence of this variation can be exposed by computing the PRESS statistic value and comparing that value to the residual sum of squares. Therefore, the PRESS statistic is considered as a measure of how well the regression model will be able to predict new data. To compare PRESS to the residual sum of squares, a small value of PRESS is desirable in the proposed model. The PRESS value can be computed as follows [127-132]:

$$F_{LOF} = \frac{\text{mean square of lack of fit}}{\text{mean square of pure error}} = \frac{SS_{LOF}/df_{LOF}}{SS_{PE}/df_{PE}} \quad (7.21)$$
\[
\text{PRESS statistic value} = \sum_{i=1}^{n} \left( \frac{T_{\hat{y}_i} - T_{\hat{y}_i}}{1 - h_{ij}} \right)^2
\]  \hspace{1cm} (7.22)

where, \( h_{ij} \) is the leverage for the \( ij \)th element of the hat matrix \( H \), \( H = X (X'X)^{-1} \cdot X' \).

### 7.3.5. The Coefficient of Multiple Determination

The coefficient of determination \( R^2 \) also measures the goodness of fit of the proposed model. The high value of \( R^2 \), however, does not necessarily denote that the regression model is suitable. In many cases, adding a new independent variable to the model may cause worse results. This situation occurs when the mean squared error for the new model is larger than the mean squared error of the old model—even though the new model will show an increased value of \( R^2 \). The coefficient of determination is defined as follows [125-132]:

\[
R^2 = \frac{SS_B}{SS_T'}
\]  \hspace{1cm} (7.23)

### 7.3.6. Multicollinearity Test

Multicollinearity is an undesirable case that might occur in the regression models when one or more of the independent variables are robustly correlated to each other. This condition negatively affects the obtained results. The high multicollinearity among the independent variables results in a large variance and covariance for the least-squares estimators of the regression coefficients. High multicollinearity causes the coefficients to
be insignificant because the model coefficients will be unstable, and their standard errors will become large. A very simple way to measure the multicollinearity is to calculate the inflation factors (VIFs), which can be obtained from the following formula [128, 129, 132, 133,]:

\[
VIF_j = (1 - R_j^2)^{-1}
\]  

where, \(R_j^2\) is the coefficient of determination obtained when a particular independent variable regressed with a degree of freedom equals the total number of variables \((T_G \text{ and } Xs) - 1\). Many experts confirm that when the VIFs values exceed 5 (high multicollinearity), the regression coefficients of the model will be unreliable [128, 129, 132, 133,]. SPSS and Minitab statistical software [134-135] automatically perform a tolerance analysis and will not adopt the model results with tolerance < 0.2 for each variable inserted into the regression model.

\[
Tolerance = \frac{1}{VIF}
\]  

A transformation process, which is presented in the following section will be required when the proposed MLRM fails to exceed the previous statistical tests.

**7.4. The Transformation Process to the Polynomial Regression Models.**

When the proposed model fails to exceed the statistical hypothesis tests that were explained previously, a transformation process on the independent variables is required.
Even though the condition of the normal distribution is satisfied—i.e., the residual is almost normally distributed—this transformation process is needed because the relationship between the dependent variable $GT$ and some of the independent variables is nonlinear. Therefore, a nonlinear function is required to fit the collected data [127-132]. Many nonlinear functions can be used for this purpose. PRMs are widely used in situations when the relationships between the response and the independent variables are curve-linear. For example, the second-order polynomial model with two variables would be:

$$
y = \beta_0 + \beta_1 \cdot X_1 + \beta_2 \cdot X_2 + \beta_3 \cdot X_1^2 + \beta_4 \cdot X_2^2 + \beta_5 \cdot X_1 X_2 \quad (7.26)$$

One of the most common transformation methods that works well with PRMs is the mean-centering technique. The methodology of this technique involves first calculating the mean of each independent variable. Then, by subtracting the old independent variable value at each observation from its mean, new data can be created for each variable as follows [127-133]:

$$X_{NEW} = X_{old} - \bar{X}_{old} \quad (7.27)$$

In addition to the applicability of this technique, the multicollinearity problem disappears because the mean-centering technique reduces the correlation between the independent variables and the variance for the least-squares estimators of the regression coefficients [26], [27-131]. Section 7.5 presents the mathematical analysis that is used to estimate the heat loss of a wind generator.
7.5. The Estimation of the Heat Loss of the Wind Generators.

A generator’s heat losses, which directly increase a generator’s temperature, can be estimated based on the air friction losses, generator bearing losses, iron losses, stator winding losses, and harmonic losses in the rotor of the generator [41-43], [99,]. However, a generator’s heat losses can be evaluated from the thermal aspect because the heat losses are equal to the heat gains of the fluid that flows through the heat exchanger of the wind generator. As mentioned in Chapter 5, the heat gain of the cold fluid through the heat exchanger is supposedly equal to the generator’s heat loss. Heat exchangers are used to transmit the heat from the hot fluid into cold fluid. The losses of the heat between the heat exchanger and surroundings could be neglected because such losses are very low compared to the heat exchange between the cold and hot fluids; therefore, heat exchangers are considered adiabatic devices—i.e., no heat is exchanged with the surrounding through the heat exchangers. Heat exchangers are classified according to their construction and the flow configuration. Many types of heat exchangers are used to provide a suitable cooling system in wind generators. Counterflow tube heat exchangers are the most widespread type that are used in wind generator cooling systems [100-102]. Based on Chapter 5, the estimation of the heat loss of the wind generator is possible by applying heat transfer analysis through the heat exchanger. By utilizing Eq. (5.4), the heat loss can be determined with the aid of Eq. (5.3). Heat loss, can be considered as significant independent variable that affects the generator temperature. Therefore, the first step of the proposed work is estimating the heat loss variable, and insert it to the regression model as one of the most
independent variables that influence the generator temperature. Figure 7.2 presents a flowchart that illustrates the methodology of the present work. The flowchart indicates that a transformation process might be required if the model is not linear. A case study is presented in the following section to confirm the validity of the proposed technique.

![Flowchart of the proposed regression model]

**Fig. 7.2** The methodology of the proposed regression model
7.6. Case Study.

This case study involves actual data collected from a variable-speed offshore wind turbine with rated power of 5 MW, 60 Hz, three blades, 126 m rotor diameter, and rated rotor speed of 12.1 rpm. The wind turbine has a synchronous permanent magnet generator with a rated speed of 1,500 rpm; generator efficiency is 94.4% [130]. The cooling system of the generator includes a water-air counterflow heat exchanger with six cold-fluid pipes. Several temperature sensors are installed within the generator to measure the stator winding temperatures, or stator-core temperatures. The manufacturer handbook emphasizes that the generator temperature should not exceed $110^\circ C$ to protect the electric generator, and the wind turbine will shut down when the generator temperature reaches $135^\circ C$. More additional temperature- and pressure-measuring devices are available to gauge the water inlet and outlet temperatures and pressure drop through the heat exchanger [130]. These devices can be installed at the inlet and outlet slots of the heat exchanger.

The required SCADA system provides enough details about the collected variables that are needed to be inserted into the proposed model. Further, the temperature of the air that enters the rotor and stator winding region can be measured based on the outside temperature. There is a valve to control the inlet mass flow rate of water to the heat exchanger, which is roughly 2.6 kg/s according to the manufacturer handbook. In addition, the air mass flow rates into the rotor and stator end windings are designed to equal almost 4.7 kg/s [130]. This information is necessary to estimate the heat loss values. The recorded data employed to test the validity of the proposed model represents 740 working days and
the turbine’s life during from 25,000 to 35,000 operating hours. The change in the data for each variable is very small every single day; therefore, the average of each day’s collected data (gauged each second) is representative of the selected variables.

As mentioned previously, the variance of the predicted generator temperature increases as the number of independent variables increases. A variable selection process, therefore, is required to reduce and eliminate the variables that have the least correlation coefficient to the generator temperature. In addition, the significance of the regression coefficients for each independent variable in the model must be estimated to finally select the independent variables. By using Minitab or SPSS statistical software and inserting the related data into the model, the correlation coefficients and the degree of significance for each variable can be determined, as shown in Table 7.1.

Table 7.1 The correlation coefficients and the degree of significance for the model’s variables.

<table>
<thead>
<tr>
<th>The Variables</th>
<th>(T_G) Corr. Coeff.</th>
<th>CT P-Value</th>
<th>HL P-Value</th>
<th>OT P-Value</th>
<th>NT P-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT</td>
<td>0.95</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>HL</td>
<td>0.93</td>
<td>0.87</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
</tr>
<tr>
<td>OT</td>
<td>0.56</td>
<td>0.72</td>
<td>0.42</td>
<td>0.88</td>
<td>0.88</td>
</tr>
<tr>
<td>NT</td>
<td>0.51</td>
<td>0.45</td>
<td>0.47</td>
<td>0.87</td>
<td>0.95</td>
</tr>
<tr>
<td>GP</td>
<td>0.96</td>
<td>0.83</td>
<td>0.95</td>
<td>0.87</td>
<td>0.95</td>
</tr>
</tbody>
</table>

As shown, the outside temperature and nacelle temperature variables have the least correlation coefficients with respect to the generator temperature; moreover, they are not
highly significant because the $P$-value for both of them $> 0.05$, where $P = (1 - \gamma)$ is the degree of significance and $\gamma = 95\%$ according to the assumption of this present work. In this context, when the degree of significance for any independent variable is less than 5%, the contribution of that variable in the model is very strong [127-132].

The significance of the regression coefficient statistical values ($t_0$) for the independent variable ($t_0$) are also very helpful in determining the best independent variables for the proposed model in terms of the accuracy of the results. Table 7.2 clarifies low values of ($t_0$) for the outside temperature variable and the nacelle temperature variable. The ($t_0$) values for both variables are less than the standard $t$ value ($t_{TABLE}$), which is equal to 1.960 [127-132]; therefore, the outside temperature and nacelle temperature variables must be eliminated and removed from the proposed model because they do not influence the response strongly.

The initial analysis of variance for this model is shown in Table 7.3. The coefficient of determination $R^2$ is high (92%), which indicates that adding a new term may make the regression model worse. This situation occurs when the mean squared error for the new model $MS_{Res_{New}}$ (when adding new independent variables to the model) is larger than the mean squared error of the older model $MS_{Res_{Old}}$ (without adding new independent variables to the model).
Table 7.2 The significance of regression coefficients statistical values.

<table>
<thead>
<tr>
<th>The Independent Variables</th>
<th>CT</th>
<th>HL</th>
<th>OT</th>
<th>NT</th>
<th>GP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Significance of the Regression Coefficients Statistical Value $t_0$</td>
<td>3.9</td>
<td>3.5</td>
<td>1.8</td>
<td>1.7</td>
<td>3.6</td>
</tr>
</tbody>
</table>

Table 7.3 The initial analysis of variance of the proposed model.

<table>
<thead>
<tr>
<th>Source</th>
<th>DF</th>
<th>SS</th>
<th>MS</th>
<th>F</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regression</td>
<td>3</td>
<td>16,866.24</td>
<td>5,622.1</td>
<td>3026</td>
<td></td>
</tr>
<tr>
<td>Residual Error</td>
<td>736</td>
<td>1,367.53</td>
<td>1.858</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lack of Fit</td>
<td>371</td>
<td>812.83</td>
<td>2.190</td>
<td>1.46</td>
<td>0.000</td>
</tr>
<tr>
<td>Pure Error</td>
<td>369</td>
<td>554.7</td>
<td>1.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>739</td>
<td>18,233.77</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

PRESS = 1368.78 R-Sq. = 92.5%

To determine the model adequacy, the PRESS and the lack-of-fit statistic values are very useful. First, it must be determined that the PRESS statistic value is greater than the residual sum of square. Second, the significance of the regression statistical value $F_0 = 3026 > F_{1-\gamma,n,N-n-1} = 2.60$, which means that at least one of the independent variables is strongly related to the model. In addition, the lack-of-fit statistic value $F_{\text{LOF}} = 1.46 > F_{y,\text{df}_{\text{LOF}},\text{df}_E} = 1$. The initial regression equation is as follows:

$$T_G = 1.14733 + 0.438984 \text{ CT} + 0.0149205 \text{ GP} + 0.0345665 \text{ HL}$$

Figures 7.3 and 7.4 present the three-dimensional surface plots that correlate the nominated independent variables to the generator temperature. It seems that the relationships between the independent variables and the dependent variable are not linear, which means that the transformation process is required.
Fig. 7. 3 The surface plot of CT, HL with GT [130]

Fig. 7. 4 The surface plot of CT, GP with GT [130]
Further, the initial results indicated that the model does not fit the data, which means that the standard MLRM is not proper to the collected data because the relationship between the generator temperature and the nominated independent variables is not linear. The shape of the regression model can be clarified by defining the relationship between the generator temperature and each independent variable, as shown in Figs 7.5, and 7.6. The antecedent graphical relations confirm that there are curve-linear relationships between the independent variables and the response. Further, it appears that the third-degree order is the proper form for the proposed regression model that can be adopted to achieve logical results. Analysis of the residuals is an effective way to discover several types of model inadequacies.

Fig. 7.5 The fitted curve between CT, GT variables
Figure 7.7 confirms that the pattern of the residuals versus the fitted values of the generator temperature is not contained in a horizontal band, which confirms that there are obvious defects in the model and a cubic term needs to be added to the model [127-132]. Therefore, the appropriate transformation process is necessary to let the model exceed the proposed statistical tests. Polynomial models are very beneficial and widely used when the curve-linearity depicts the true response function. The fitting PRM of the third-order response surface in three independent variables is as follows:

$$\hat{T}_G = \beta_0 + \beta_1 (CT) + \beta_2 (GP) + \beta_3 (HL) + \beta_4 (CT^2) + \beta_5 (GP^2)$$
$$+ \beta_6 (HL^2) + \beta_7 (CT \cdot GP) + \beta_8 (CT \cdot HL) + \beta_9 (GP \cdot HL)$$
$$+ \beta_{10} (CT^3) + \beta_{11} (GP^3) + \beta_{12} (HL^3) + \beta_{13} (CT \cdot GP \cdot HL)$$

(7.28)
The mean-centering method works perfectly with PRMs, where each independent variable is subtracted from its mean, and the new values of each variable are inserted into the PRM [125-129]. The final obtained results are presented in the following section.

**7.7. The Obtained Results of the Fourth Method.**

To measure the adequacy and normality of the proposed PRM, the model’s residual should be analyzed. Figure 7.8 shows that the error term $\epsilon$ is almost normally distributed, and it is very close to the ideal normal probability plot because the majority of the residual points are approximately distributed along a straight line. Few points fall outside the fitting line (regression line); these can be neglected because they do not affect the general trend of the model.
Figure 7.9 presents the residuals plot versus the predicted generator temperatures $\hat{T}_{Gi}$. The graph emphasizes that the residual distribution is perfectly normal because the majority of the points are contained in a horizontal band. Table 7.4 presents the final analysis of variance (ANOVA) for the proposed PRM. The PRM that can be used to predict the generator temperature is as follows:

$$\hat{T}_G = 108.57 + 0.78CT - 0.0024GP + 47.45HL + 0.012CT^2$$
$$+ 4.27 \times 10^{-5}GP^2 + 5943.31HL^2 - 5.34 \times 10^{-5}CT^3$$
$$- 2.85 \times 10^{-7}GP^3 - 149805HL^3 - 0.0014GP \cdot CT$$
$$- 0.16GP \cdot HL - 8.84CT \cdot HL + 0.0135GP \cdot CT \cdot HL$$
Fig. 7.9 The fitting GTs. values versus the residual plot.

Table 7.4 The final analysis of variance (ANOVA) of the proposed model.

<table>
<thead>
<tr>
<th>Source</th>
<th>DF</th>
<th>SS</th>
<th>MS</th>
<th>F</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regression</td>
<td>13</td>
<td>10,473.71</td>
<td>805.67</td>
<td>633.4</td>
<td></td>
</tr>
<tr>
<td>Residual Error</td>
<td>726</td>
<td>923.5</td>
<td>1.272</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lack of Fit</td>
<td>483</td>
<td>595.86</td>
<td>1.234</td>
<td>0.92</td>
<td>0.000</td>
</tr>
<tr>
<td>Pure Error</td>
<td>239</td>
<td>320.902</td>
<td>1.343</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>743</td>
<td>11,397.21</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

PRESS = 914.87  R-Sq. = 94.86%

The ANOVA table indicates that the model does not suffer from lack of fit with the data. It can consider that the proposed PRM describes the data because the statistic value $F_{LOF} = 0.92 < F_{\nu,\nu_{LOF},\nu_{PE}} = 1$, and the PRESS statistic value = 914.87 < $SS_{Res} = 923.5$.

Further, there is an improvement in the coefficient of determination $R^2$ value, which indicates that the PRM is more proper than the standard multiple regression model. The high value of the coefficient of determination confirms that there is no need to add
independent variables to the model and the selected variables are adequate. Finally, the results confirm that at least one of the independent variables relates strongly to the model because the significance of regression statistical value $F_0 = 633.4$ is still much larger than the $F_{1-\gamma,n,N-n-1} = 2.60$.

The length-scaling method is required to determine the most important independent variable that strongly affects the proposed model [127-132]. Table 7.5 presents the most significant terms of the proposed PRM because they have the highest standardized coefficients values. The main purpose of determining the standardized coefficients of the model is specifying the most important terms in the model that strongly influence the generator temperature. For instance, increasing the standardized value of the heat loss variable by one unit increases the standardized value of the generator temperature by 9.86 units (dimensionless regression coefficient). In addition, the standardized value of the generator temperature increases by 4844.3 units when increasing the standardized value of the third order of the heat loss variable by one unit. The high influence of the heat loss’s third order term on the generator temperature can be seen. This indicates that the most significant variable that controls the generator temperature is the heat loss variable. The other independent variables differ in their impact on the model based on the weight of the standardized coefficient value of each term. Moreover, the table presents the coefficients’ confidence intervals of the most significant terms in the model, which confirm that the coefficient of each term must be within the specified interval. The last issue that should be mentioned in the ANOVA table analysis is the multicollinearity problem. The obtained
results of the proposed model indicate that the model does not suffer from the multicollinearity problem because the variance inflation factors (VIFs) for the model’s terms are very low (< 5), and the tolerance values are > 0.2. In addition, the degrees of significance for the model terms are less than 0.05, which confirms that all terms are significant and contribute strongly in the model [122-127]. Table 7.6 presents the VIFs for the most important terms in the proposed model. The obtained VIFs emphasize that the independent variables are not correlated to each other, which increases the model reliability.

Table 7.5 The standardized coefficients of variance of the proposed model.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>95% Confidence Interval</th>
<th>Stand. Coeff.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lower Value</td>
<td>Upper Value</td>
</tr>
<tr>
<td>HL</td>
<td>28</td>
<td>67</td>
</tr>
<tr>
<td>HL²</td>
<td>5522</td>
<td>6364</td>
</tr>
<tr>
<td>HL³</td>
<td>-159315</td>
<td>-140294</td>
</tr>
<tr>
<td>CT</td>
<td>0.565</td>
<td>0.924</td>
</tr>
<tr>
<td>CT²</td>
<td>0.009</td>
<td>0.024</td>
</tr>
<tr>
<td>GP</td>
<td>-0.0035</td>
<td>-0.00124</td>
</tr>
<tr>
<td>CT.HL</td>
<td>-10.00</td>
<td>-8.00</td>
</tr>
<tr>
<td>GP.HL</td>
<td>-0.180</td>
<td>-0.142</td>
</tr>
<tr>
<td>GPCTHL</td>
<td>0.0098</td>
<td>0.0162</td>
</tr>
</tbody>
</table>

Table 7.6 VIF, tolerance, and the significant values for the most important terms in the model.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Tolerance</th>
<th>VIF</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>HL</td>
<td>0.645</td>
<td>1.550</td>
<td>0.0014</td>
</tr>
<tr>
<td>HL²</td>
<td>0.540</td>
<td>1.85</td>
<td>0.0012</td>
</tr>
<tr>
<td>HL³</td>
<td>0.427</td>
<td>2.342</td>
<td>0.0018</td>
</tr>
<tr>
<td>CT</td>
<td>0.805</td>
<td>1.242</td>
<td>0.00185</td>
</tr>
<tr>
<td>CT²</td>
<td>0.873</td>
<td>1.145</td>
<td>0.0019</td>
</tr>
<tr>
<td>GP</td>
<td>0.922</td>
<td>1.085</td>
<td>0.00194</td>
</tr>
<tr>
<td>CT.HL</td>
<td>0.404</td>
<td>2.476</td>
<td>0.00196</td>
</tr>
<tr>
<td>GP.HL</td>
<td>0.443</td>
<td>2.256</td>
<td>0.00198</td>
</tr>
<tr>
<td>GPCTHL</td>
<td>0.459</td>
<td>2.178</td>
<td>0.00199</td>
</tr>
</tbody>
</table>
Contour plots are very beneficial and can be utilized to study the effect of the heat loss variable on the predicted generator temperatures. Figures 7.10, 7.11, and 7.12 display graphic representations of the relationships among three numeric variables. These figures present the influence of the heat loss on the predicted generator temperature with respect to the generator power variable. The predicted generator temperature is for contour levels, which are plotted as curves. As shown, the effect of the heat loss with respect on the generator power is approximately regular in the first, second, and third order of the polynomial model.

Fig. 7.10. The contour plot of the $T_G^{-}$ based on the first order of the hat loss in the PRM with respect to the GP.
Fig. 7.11. The contour plot of the $T_G$ based on the second Order of the heat loss in the PRM with respect to the GP.

Fig. 7.12. The contour plot of the $T_G$ based on the third order of the heat loss in the PRM with respect to the GP.
On the other hand, there is a very obvious increase in the zones of the predicted generator temperature when it exceeds $124 \, ^\circ C$ as result of the influence of the heat loss with respect to the cooling temperature as shown in Figs 7.13, 7.14, and 7.15. The effect of the heat loss with respect to the cooling temperature is visible through the zones that present the high predicted generator temperature, compared to the effect of the heat loss with respect to the generator power on the predicted generator temperature. It is very obvious that each term in the proposed PRM controls the predicted generator temperature based on the weight of its coefficient. The statistical results confirm that the influence of the heat loss variable on the predicted generator temperature is higher than the influence of the cooling temperature variable according to the standardized coefficients of both variables. Therefore, the increase in the predicted generator temperature due to the influence of the heat loss variable is more than the influence of the cooling temperature variable. Further, the obtained results indicate that the heat loss term in the third order is the most significant term, which influences the predicted generator temperature strongly since the standardized coefficient of this term is very high and approximately equal to 4844.3 unit. Figure 7.16 present a surface contour plot in 3-dimensional, which how does the predicted generator temperature changes as a function of the heat loss term in the third order and cooling temperature term in the first order.
Fig. 7.13. The contour plot of the $\bar{T}_G$ based on the first order of the heat loss in the PRM with respect to the CT.

Fig. 7.14. The contour plot of the $\bar{T}_G$ based on the second order of the heat loss in the PRM with respect to the CT.
Fig. 7.15. The contour plot of the $\widetilde{T}_G$ based on the third order of the heat loss in the PRM with respect to the CT.

Fig. 7.16. A surface contour plot in 3-dimensional represents the change in $\widetilde{T}_G$ due to the effect of $HL^3$ and CT.
7.8. **The Conclusion of the Fourth Method.**

To perform an effective CMS on the wind generators, this paper presents an application of the regression models based on the study of the heat loss’s influence on a wind generator’s temperatures. The proposed method can be utilized to address the technical problems resulting from high temperatures on wind generators. This leads to reduced maintenance and operation costs and increased wind generators’ reliability. The knowledge of CMS can be employed with the aid of regression techniques to create a prediction model for generator temperatures. The heat loss, cooling temperature, and generator power variables are the most significant variables that strongly affect generator temperature, according to the correlation coefficients and the degree of significance for each variable with the response. The transformation process to the PRM was required because the relationships between the response and the independent variables were curve-linear. The data behavior controls the regression model type and the need for the transformation process. The main concept of the proposed technique is measuring the correlation between the observed values and the predicted values of the criterion variables based on historical data. The obtained results confirm that the heat loss variable is the most influential variable on generator temperatures based on the standardized coefficients of the model. However, the other nominated independent variables obviously affect generator temperatures based on the weight of their coefficients. Future work is required to apply this method to different data with other operational wind turbines to detect faulty conditions and advance the prediction of potential failures.
8.1. Summary

The practicalities and challenges of the CMS on the wind generators have been presented in this thesis. Due to the remarkable increase in the failures of the wind generators this literature is concentrated on the implementation of the CMS on the wind turbine generators. Synchronous and induction generators are the most common generators that are used in the wind energy industry, and their electrical and mechanical faults frequently occur. The most general faults, which are related to the induction generators are the stator winding faults, inner and outer raceway faults in the bearing, ball defect in the bearing, and broken rotor bar or cracked faults in the rotator. While, the stator inter-turn fault and the rotor inter-turn fault are the most common faults, which are related to the synchronous machine. Further, the bearing, damper winding, and demagnetization faults occur as well in the synchronous generators.

The knowledge of the faults that are related to the wind generators is indispensable to apply the CMS on the generator parts accurately. There are many methods can be utilized to identify the faults, such as the observer-based approach, signal analysis approach, artificial intelligent and expert systems approach, and system identification approach. In
this proposed work, the analysis approach monitoring technique is adopted to identify the faults that occur in the wind generators. The faults of the wind generators are related to different causes, such as unbalanced line currents and air-gap voltages, high torque pulsations, undesirable noise, and motor mechanical vibration. However, the increase in the generator temperature during operation is one of the most significant reason that makes deep technical problems in the wind generators. Therefore, this present work is focused on the problem of the elevated generator temperature and its negative effects on the wind generator systems.

Many techniques are employed to avoid the failures of wind generators. The majority of the previous techniques that are applied to monitor the wind generator conditions are based on the electrical and mechanical concepts and theories. This thesis presents an advanced CMS of the wind generators based on statistical, thermal, reliability analysis, electrical and mechanical analyses. Four modern methods are presented in this research based on different data to implement CMS on wind generators. The first method introduces three different algorithms link the mathematical, thermal, and mechanical analyses with the electrical methodology to apply CMS on the wind generators. The first algorithm is based on studying the effect of the electrical torque pulsations and the high generator temperature on the wind turbine generators under different conditions to apply proper condition monitoring. According to the first algorithm, a different methodology has been adopted to develop a proper CMS on the wind generators by evaluating the generator electrical torque based on the mechanical torque and the acceleration torque. The proposed
technique indicates the generator health based on the use of the electric torque with respect to the rotor angular speed of the generator as indicator to apply CMS on the wind generators when they operate under different operation conditions. When the generator suffers from electric faults, such as stator inter-turn fault or rotor inter-turn fault, the generator reactance decrease automatically and the use of the proposed technique is very powerful to identify the fault. Further, the rate of change in the generator temperature with respect to the induced electrical torque is utilized to determine the faults of the wind generators based on the use of the second algorithm. The obtained results indicate that the trend of the rate of the change in the generator temperature with respect to the induced electrical torque is an indicator to define the generator health because of the negative effect of the elevated generator temperature on the induced electrical torque. The last proposed algorithm of the first method derives the driving torque of the rotating permanent magnet with respect to the permanent magnet temperature to implement a proper CMS on the wind generators. Due to the increase in the permanent magnet temperature, the driving torque of the rotating permanent magnet oscillates with increasing the amplitude based on the change in the magnetization angle of the permanent magnet. The obtained results confirm that the permanent magnet torque decreases dramatically based on the magnetization angle of the permanent magnet when the permanent magnet temperature during operation is higher than the design permanent magnet temperature (abnormal condition).

The second method presents a new approach to apply CMS on the wind generators based on the heat transfer and fluid mechanics analysis through the heat exchangers of the
wind generators, which uses water to air cooling system. The proposed technique can indicate the operation condition of the wind generators while running to avoid the potential faults that occur due to the increasing in the generator temperature. The obtained results of the proposed model show that high value of the loss in the heat of the wind generator with respect to the LMTD of the generator’s heat exchanger leads to increasing the generator temperature. Reynolds number of the coolant fluid is a good indicator as well to detect the system operation condition since it depends on the coolant fluid viscosity, which decreases dramatically with the increase in the generator temperatures. Furthermore, the results of the proposed method emphasize that the pressure drop through the generator heat exchanger is a significant indicator to identify generator health with respect to the LMTD. The high value of the pressure drop with respect to the LMTD indicates that the generator temperature is suitable. The cool fluid pressure drop is based on the cold fluid density, which increases with the high generator temperature.

The third method proposes an application of hazard model reliability analysis based on the CMS of the wind generators. The proposed model can be utilized to perform appropriate maintenance decision-making based on the evaluation of the mean time to failures that occur on the wind generators due to high temperatures. The knowledge of the CMS is used to estimate the hazard failure and survival rates to perform the preventive maintenance approach accurately. The main goal of this method is to investigate the influence of the high generator temperatures on the estimated generators age to improve the system reliability by adopting a suitable maintenance program. The obtained results of
the proposed method confirm that the survival rate of the wind turbines decreases with the increase of the number of faults (the number of times that the generator temperature exceeds 100°C). The hazard lifetime is estimated based on the Weibull distribution with respect to the generator temperature and the expended working hours of the wind turbines. Estimating the MTTF parameter of the wind generators helps to determine the maintenance approach that should be taken.

Finally, the fourth method proposes an application of the regression models based on the study the influence of the loss in the heat on the wind generator temperature. The proposed method shows two types of regression models that can be employed to apply CMS on the wind generators due to the high temperature. The first type is the standard multiple linear regression model, which can be used in the linear pattern between the response and the independent variables of the model. The second type is the polynomial regression model, which can be applied when a curvilinear relationship is existent between the response and the model’s independent variables. The proposed technique can be utilized to address the technical problems resulting from high temperatures on the wind generators. The knowledge of the CMS can be employed with the aid of the regression techniques to create a prediction model for the generator temperatures. The heat loss, cooling temperature, and generator power variables are the most significant variables that strongly affect the generator temperature according to the correlation coefficients and the degree of significance for each variable with the response. The transformation process to the PRM was required because the relationships between the response and the independent
variables were curve-linear. The data behavior controls the regression model type and the need for the transformation process. The obtained results confirm that the heat loss variable is the most influential variable on the generator temperature based on the standardized coefficients of the model. However, the other nominated independent variables obviously affect generator temperatures based on the weight of their coefficients.

8.2. Future Areas for Investigation and Development

There are many different topics that can be utilized and contributed to developing the implementation of the CMS on the wind generators. For instance, the cost analysis of the hazard reliability approach can be taken into account to determine the minimal maintenance cost. The analysis cost can be performed by evaluating the life cycle cost with strategies where CMS improved the maintenance planning for the wind turbines. Further, the age of the wind generators and the MTTF can be estimated by inserting additional covariates to the model, such as the generator voltage or frequency to indicate their effects.

Second, condition based maintenance optimization for the faulty wind generator under continuous monitoring is an extensive topic that can be applied. An optimization technique can be used to solve the preventive maintenance problem for the wind generator system. The proposed technique must be utilized to build an optimal maintenance action providing system working with the required level of the availability or reliability during the system lifetime with minimal maintenance cost rate.
Third, the normal behavior models can be integrated for condition assessment of wind turbine generator systems. The monitoring parameters, which are selected by SCADA of wind farms can be used to establish an assessment index system. In this context, the neural network can be used to establish the normal behavior models for the parameters closely related to the natural environment. Then the probability density function of the normal distribution must be computed to determine the health degrees of the wind generator components. For the other monitoring parameters, normal behavior models can be developed based on the Parzen estimation, a common non-parametric estimation method.

Finally, cost-sensitivity analysis of the CMS for the wind generators is another proposed work to decrease the operation and maintenance costs of the wind turbines. A cost-benefit study must be applied to determine what the required performance of the CMS should be considered in order to implement it on the wind generators beneficially. Based on Monte Carlo and the cox proportional-hazards regression simulations, the generator maintenance cost and the cost-sensitivity analysis can be determined.
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