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ABSTRACT

Optimization of nitroxides as probes for EPR imaging requires detailed understanding of spectral properties such as spin lattice relaxation times, spin packet linewidths, and nuclear hyperfine splitting. Initial measurements of relaxation times for six low molecular weight nitroxides at X-band stimulated further measurement at frequencies between 250 MHz and 34 GHz. The impact of tumbling was studied with perdeuterated 2,2,6,6-tetramethyl-4-piperidinyl-1-oxyl (PDT) in five solvents with viscosities resulting in tumbling correlation times, $\tau_R$, between 4 and 50 ps. A set of three $^{14}\text{N}/^{15}\text{N}$ pairs of nitroxides in water was selected such that $\tau_R$ varied between 9 and 19 ps. To test the impact of structure on relaxation, three additional nitroxides with $\tau_R$ between 10 and 26 ps were studied.

In the fast tumbling regime $1/T_2 \sim 1/T_1$ and relaxation is dominated by spin rotation, modulation of A-anisotropy and a thermally activated process. The contribution to $1/T_1$ from spin rotation is independent of frequency and decreases as $\tau_R$ increases. The modulation of nitrogen hyperfine anisotropy increases as frequency decreases and as $\tau_R$ increases, dominating at low frequencies for $\tau_R \gtrsim 15$ ps. The modulation of g anisotropy is significant only at 34 GHz. Inclusion of a thermally activated process was required to account for the observation that for most of the radicals, $1/T_1$ was smaller at 250 MHz than at 1-2 GHz. The thermally activated process likely arises from intramolecular motions of the nitroxide ring that modulate the isotropic A values.
A phantom of three 4 mm tubes containing different $^{15}$N,$^2$H-substituted nitroxides was constructed for use at 250 MHz. Projections for 2D spectral-spatial images were obtained by continuous wave (CW) and rapid scan (RS) EPR using a bimodal cross-loop resonator. Relative to CW projections obtained for the same data acquisition time (5 min), RS projections had significantly improved image quality. All experiments were facilitated by advancements in resonator design and testing, which are also described.
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>BPP</td>
<td>Bloembergen, Pound and Purcell spectral density function</td>
</tr>
<tr>
<td>CD</td>
<td>Cole-Davidson spectral density function</td>
</tr>
<tr>
<td>CLR</td>
<td>Cross Loop Resonator</td>
</tr>
<tr>
<td>CTPO</td>
<td>3-carbamoyl-2,2,5,5-tetramethyl-3-pyrrolinyl-1-oxyl</td>
</tr>
<tr>
<td>CW</td>
<td>Continuous Wave</td>
</tr>
<tr>
<td>ELDOR</td>
<td>Electron-electron double resonance</td>
</tr>
<tr>
<td>END</td>
<td>Electron-Nuclear-Dipole</td>
</tr>
<tr>
<td>ENDOR</td>
<td>Electron nuclear double resonance</td>
</tr>
<tr>
<td>EPR</td>
<td>Electron Paramagnetic Resonance</td>
</tr>
<tr>
<td>EPRI</td>
<td>Electron Paramagnetic Resonance Imaging</td>
</tr>
<tr>
<td>FPT</td>
<td>Freeze-pump-thaw</td>
</tr>
<tr>
<td>Fremy’s Salt</td>
<td>Disodium nitrosodisulfonate or potassium nitrosodisulfonate</td>
</tr>
<tr>
<td>GSD</td>
<td>Generalized Spin Diffusion</td>
</tr>
<tr>
<td>ITU</td>
<td>International Telecommunication Union</td>
</tr>
<tr>
<td>LGR</td>
<td>Loop Gap Resonator</td>
</tr>
<tr>
<td>mHCTPO</td>
<td>4-protio-3-carbamoyl-2,2,5,5-tetramerdeuteromethyl-3-pyrrolinyl-1-oxyl</td>
</tr>
<tr>
<td>PDT</td>
<td>4-oxo-2,2,6,6-tetramethyl-piperidinyl-(d_{16})-oxyl</td>
</tr>
<tr>
<td>Proxyl</td>
<td>3-carboxy-2,2,5,5-tetramethyl-1-pyrrolidinyl-1-oxyl</td>
</tr>
<tr>
<td>RS</td>
<td>Rapid scan</td>
</tr>
<tr>
<td>SNR</td>
<td>Signal-to-noise ratio</td>
</tr>
<tr>
<td>SR</td>
<td>Spin rotation</td>
</tr>
<tr>
<td>TD</td>
<td>Time domain, also Pulse EPR</td>
</tr>
<tr>
<td>TEMPONE</td>
<td>4-oxo-2,2,6,6-tetramethyl-piperidinyl-oxyl</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
</tr>
<tr>
<td>THERM</td>
<td>Thermally Activated Process</td>
</tr>
<tr>
<td>VHF</td>
<td>Very High Frequency, ITU designated range of 30-300 MHz</td>
</tr>
</tbody>
</table>
CHAPTER 1

INTRODUCTION

1.1 Where Is The Oxygen?

Tomlinson and Gray first reported a diverse partial pressure of oxygen (pO$_2$) in tumors in 1955 [1]. Since then hypoxic fractions have been shown to make up to 25% of uterine, cervix, head/neck and breast cancers [2], whereas no such areas exist in normal tissue. Tumor hypoxic regions are associated with resistance to radiation [3] and poor patient prognosis. X-ray irradiation alone does not produce radicals of sufficient strength to damage tumor DNA. Instead the radicals induced by irradiation produce the more powerful superoxide radical, and superoxide confers the lethal damage. Knowledge of the spatial distribution of O$_2$ in tumors can be used for localization and improvement of the efficiency of radiation treatment.

Oxygen is ubiquitous in the body, and multiple techniques have been developed to measure oxygen concentration (oxymetry) in tumors or after ischemic events [4]. The first considerations for any method are whether the method is quantitative or qualitative, and in what location the oxygen can be measured. Blood Oxygen Level-Dependent (BOLD) imaging can measure changes in blood oxygenation by detecting changes in T$_2$ weighted nuclear magnetic resonance images (MRI), but does not provide quantitative information and cannot access the oxygen level in tissue [5]. The current “gold standard”
in quantitative oxymetry are microelectrodes which measure the electric current from reduction of oxygen at the cathode. Since oxygen is consumed during the measurement, repeated measurements cannot be taken. Oxymetry by electrodes is also highly invasive. Some methods, such as positron emission tomography (PET) imaging, and $^{19}$F MRI require infusion of exogenous probes. For PET imaging, these are short-lived radionuclides based off $^{19}$F-containing imidazoles [5], and costly cyclotrons are required to produce the radionuclides. $^{19}$F-MRI monitors the spin-lattice relaxation rate of injected per-fluorocarbon (PFC). Since the rate of relaxation varies linearly with oxygen concentration, this is a quantitative technique applicable to both the vasculature and organs. The limiting factors for $^{19}$F-MRI are the unknown toxicity PFC’s, the lack of $^{19}$F channels in most clinical scanners, and sensitivity limitations at low (1.5 T) fields [6].

In 1994 Dr. Howard Halpern at the University of Chicago reported the measurement of oxygen in vivo using murine fibrosarcomas implanted in mouse leg using electron paramagnetic resonance (EPR) at 250 MHz [7]. This stimulated other work on murine sarcomas [8, 9]. EPR imaging (EPRI) has developed as an alternative quantitative technique for measuring oxygen concentration [10-15]. The quantitative nature of EPRI is derived from the interaction of an exogenously delivered EPR sensitive probe with oxygen in the tumor or target site. Collision with $O_2$ causes a broadening of line width and decrease in the characteristic relaxation time of the probe which may be calibrated so that a change in line width or relaxation time in vivo reports on a change in $[O_2]$. EPR probes are also sensitive to temperature, microviscosity [16] and pH [17-21].
All of these features may be monitored in the heterogeneous tumor environment with the spatial resolution of an image.

1.2 Development Of EPRI

For the purposes of this dissertation, the term “low-frequency” for in vivo work will span the region between 250 MHz and 1.2 GHz. In this span of frequencies the penetration depth of RF energy ranges from 1 cm at 1 GHz to ca. 7 cm at 250 MHz, offering a wide range for imaging biological targets deep within an organism or near the surface. The development effort behind EPRI over the last twenty years is weighted heavily towards the continuous wave (CW) method [8, 9] [22-41] (Fig. 1.1) as this is the most well characterized and familiar EPR method.

![Development of EPRI (1994-2014)](image)

**Figure 1.1 Development of EPRI has occurred through many paths.** A sampling of over 160 papers from 1994 to 2014 paint a picture of where development effort has been focused.
Most commercial EPR spectrometers operate at frequencies of 9.5 GHz and higher, so new instruments had to be constructed to operate at lower frequencies [42-45]. New means of data acquisition and post-processing were explored [46-51], and comparisons were made to optimize image reconstruction methods [52-57]. Resonators, devices which focus the radiofrequency energy and then collect the signal after excitation, had to be re-designed for larger samples, and samples that move [58-68]. The continuous wave (CW) method used for imaging non-living objects at higher frequencies suffers under in vivo conditions. For CW methods the highest EPR signal is observed under high efficiency (high Q-value) resonator conditions. Animals are comprised to a large extent of water, which is lossy (absorbs radio- or microwave energy), and represent a very low resonator Q condition. Techniques better suited for low-Q condition, like time domain (pulse) EPR were developed [69-87]. The sensitivity of pulsed EPR is constrained by the rapid decay of the transient response from the spins after application of the pulse. The electron relaxation times for soluble exogenous probes range from 0.5 to 12 microseconds at 250 MHz [88, 89]. The resonator response, or “ringing” after the pulse can be from 2 to 4 microseconds, and is large relative to the response of the spins, making pulse EPR feasible for only a small selection of the radicals available for in vivo EPR. Low frequency pulse EPR requires switching of RF power on the order of tens of nanoseconds, leading to development of new RF amplifiers [90-92]. Recent comparisons between CW and Pulse methods have shown the strengths and weakness of each technique [93, 94].
The rapid scan (RS) technique developed at the University of Denver [95-101] is “middle ground” between pulse and CW EPR for in vivo applications. As in the CW experiment, the field is swept with low RF power applied continuously, but the field is swept orders of magnitude faster than in CW, allowing fast signal averaging to amplify weak signals. This is similar to fast averaging of the transient response in pulse EPR. Rapid scan is not hindered by resonator ringing, because the RF is not pulsed, and so probes with short relaxation times can be used. The similarities and differences for the three techniques are the focus of more discussion in Chapter 2.

1.3 The Best Probe For EPRI

The growth of EPRI has driven synthetic development of the exogenous probe molecules that are monitored. Fig. 1.2 shows the structure of several stable radicals, which can be used as EPRI probes and categorized into either soluble molecular probes [102] (Fig. 1.2 A, B) or particulate probes (Fig. 1.2 C). The most common molecular probes are the nitroxide [103] [104] [105] and trityl [106-110] molecules which are directly dissolved in the examined systems and can travel to other biological compartments. Particulate probes are insoluble materials that are implanted and used to report on their immediate environment including carbonaceous materials or crystalline forms of lithium phthalocyanine (LiPc) [111-114]. The particulate probes can be much more sensitive to oxygen than molecular probes, but implantation is highly invasive and the probes cannot move to other sites once injected.
Subramanian and Krishna have point out six requirements for an “optimal paramagnetic spin probe”

i. “A spin probe should have a single EPR line, as multiple lines would be redundant and suffer a decrease in intensity when the signal is distributed to other lines. [74]”

The trityl probes are often referred to as “single line” probes, since they do not contain large nuclear hyperfine splittings like that of the nitrogen atoms in
nitroxides. Though trityl lines are very narrow, they do have some small unresolved hyperfine, either deuterium in the case of the symmetric trityl (Trityl-CD$_3$) [106], or very small proton hyperfine in the case of Ox63 which broaden the spin packet T$_2$ determined linewidth from ca. 6 mG to 30 mG or 160 mG, respectively. In addition trityl have fully resolved coupling to $^{13}$C and the resulting lines account for ~30% of the radical signal. Compare this with the 16 G splittings of a nitroxide spectrum, giving a total spectrum width of ca. 32 G. A pulse short enough to excite the entire nitroxide spectrum is not possible, and it is not feasible to scan the entire spectrum for CW experiments, which lead Subramanian and Krishna to specify the narrow line trityl probes as ideal for imaging.

ii. “The line width should be as narrow as possible so that some signal remains after the long characteristic dead times which dominate at the lower frequencies of EPRI. [74]”

For a purely Lorentzian line, the width of the spectrum is inversely proportional to T$_2$. For a given resonator Q, the characteristic ringdown (dead time) will increase as operating frequency is decreased. A simple analysis would then be that the most narrow line probe would be the best. In practice, no linewidth of an EPRI probe is strictly relaxation determined. Hyperfine broadening can cause a large variation in measured linewidth that is not reflective of large changes in T$_2$ [115]. This is illustrated with a series of nitroxide radicals in Chapter 3. The relaxation time constant which described the decay of the signal
after a pulse is designated $T_2^*$ and is shorter than the spin-packet determined $T_2$ if there is unresolved hyperfine coupling. The point would be better made by saying the relaxation times ($T_1$ and $T_2$) should be as long as possible, to facilitate imaging at low frequencies. Relaxation times of the trityl radicals from 1 GHz to 250 MHz range from 6-16 microseconds [89]. Relaxation times for the nitroxide probes currently used for in vivo imaging are on the order of 500 ns to 1 microsecond [88]. Chapters 4 and 5 address why the relaxation times for nitroxides are so short, and suggests how this class of radicals could be synthesized differently to achieve relaxation times 4-10 time longer.

iii. “The in vivo half-life of the probe must be at least 10 minutes to permit collection of 3D images. [74]”

A major drawback for the six-member ring nitroxide structure shown in Fig. 1.2 is easy reduction in vivo, with a half life on the order of 30-60 s post injection. The five-member ring structures are less susceptible to reduction. Synthetic modifications to the nitroxide base structure can result in longer intracellular lifetime [116]. The trityl radicals are 5-6 times larger than the nitroxide structures and carry three negative charges (carboxy groups) and have in vivo half lives between 17 and 21 minutes [117]. The trityl radical can accumulate to a high concentration in the bladder and obscure imaging of the tumor in mouse studies. Placement of a catheter in the mouse for in vivo studies allows recovery of trityl radical cleared by the renal system [118].
iv. “The spin probe should be water soluble for administration either intravenously or intraperitonially [74].”

The trityl probes typically used for in vivo imaging have been made water soluble with the addition of a carboxylic acid group on each of the three phenyl rings attached to the central carbon. The most commonly used nitroxide probe structures (see Fig. 1.2) are made water soluble simply by addition of a single carboxy group.

v. “The probe should be able to cross cell membranes or the blood brain barrier. [74]”

Some nitroxide probes can be designed to cross the blood-brain-barrier (BBB) [119-121]. Their smaller size (ca. 200 g/mol) in relation to trityl radicals allow packing into lysozomes or other vesicles for transport across the cell membrane [122]. Trityl radicals, which are large and negatively charged, do not cross the BBB. This is perhaps the largest drawback for trityl radicals, keeping the application of the radical to imaging of tumors with good access to the blood stream. An alternative would be direct injection of the trityl radical into the tumor body. Esterification of the molecule has become a successful strategy for the intracellular accumulation of both nitroxides [123, 124] and trityls [125]. Intracellular esterases convert the ester to a carboxylic acid which is then trapped in the cell and can accumulate.

vi. “Probe toxicity should be small at the doses required for EPRI [74].”
Probe toxicity is in general lower for nitroxides than trityls, based on cell culture assays [126]. A major impediment to imaging with either radical in human subjects is a lack (currently) of FDA study and clearance.

1.4 Challenges To The Implementation Of EPRI In The Clinical Setting

There has been great progress in the last twenty years in the development of EPRI. The effort now turns to implementation in the clinical setting. Three major challenges remain. The first is the development of robust and straightforward instrumentation which can be mass produced and commercialized. A Ph.D. in magnetic resonance should not be a requirement for operating an EPRI machine in the hospital. The second challenge is designing EPRI probes that are stable and non-toxic to humans, and have the longest possible relaxation times to give the very best signal for clinical diagnosis. Larger signal (i.e. the longest relaxation time, or narrowest line) leads to lower dosage and faster completion of the procedure. There are currently no EPRI probes approved by the Food and Drug Administration (FDA), representing the third major hurdle, but there is still much to learn from EPR pre-clinical imaging.

1.5 Dissertation Structure

This dissertation addresses three of the development avenues identified in Fig. 1.1. Chapter 2 introduces the reader to the theory of EPR, and gives an overview of pulse, rapid scan and continuous wave methods. Chapters 3, 4 and 5 focus on the characteristic linewidths and relaxation times of many different nitroxide radicals. Relaxation times are related to the observed CW signal and the structure of the individual molecule. The work
in these chapters explains why relaxation times are shorter for nitroxide spin probes (compared to trityls) and identifies synthetic routes for making nitroxide relaxation times longer. The rapid scan technique is expanded at 250 MHz in Chapter 6 as a series of nitroxide phantoms are imaged. The imaging encompasses the traditional method of a single line out of three ($^{14}$N) or two ($^{15}$N) total lines, and makes a comparison with the continuous wave technique. Chapter 7 address advancements in hardware, most notable resonator design for pulse and rapid scan EPR. Chapter 8 brings the work to a close, with a discussion of the future of EPRI, with a focus on the use of nitroxide radicals and the rapid-scan technique.

It is my sincere hope that the work in this dissertation may one day help to overcome the challenges to implementation of EPRI in the clinical setting (Sec. 1.4). EPRI is a powerful biophysical technique, though few in the medical research community are acquainted with it. When that changes (and I think it will sooner than later), low-frequency EPR and EPRI have much to teach cancer researchers. Combined with directed X-ray irradiation, or heavy ion irradiation this benefit will in turn be passed onto patients in the clinical setting. The following quote is from a fictional doctor, but conveys my sentiment on the power of magnetic resonance, and EPRI especially.

“My God man, drilling holes in his head is not the answer! Now, put away your butcher’s knives and let me save this patient before it’s too late!”

Dr. Leonard H. “Bones” McCoy
1.6 References
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CHAPTER 2

ELECTRON PARAMAGNETIC RESONANCE THEORY

2.1 EPR In A Nutshell.

Unpaired electrons follow magnetic fields (B_s) via interaction of the field with spin angular momentum. The main static magnetic field is B_0, and establishes a thermal equilibrium (Sec. 2.1) with a slight excess of spins in the lower energy state (m_s=-1/2) aligned with B_0. Thermal equilibrium is upset by application of a weaker field called B_1 at the resonance frequency. Spins return to equilibrium (relaxation) by interactions with the combined magnetic field of their local environment B_{local}.

All magnetic resonance experiments are an investigation of B_{local}, which is determined by nearby nuclei in the radical structure, solvent or lattice. B_{local} is heavily influenced by vibrational modes in a lattice at low temperatures, and conformational and rotational motion at higher temperatures. For in vivo work scientists are interested in how B_{local} changes in the presence of other paramagnetic species, like oxygen. The way B_{local} affects the return of a spin system to equilibrium is reflected in the spin lattice (T_1) and spin-spin (T_2) relaxation time constants, discussed in more detail in sections 2.2.1 and 2.2.2, respectively.
The sensitivity of paramagnetic probe molecules to $B_{\text{local}}$ is simultaneously the greatest advantage and disadvantage of EPR. The spin probes studied in this dissertation tumble rapidly (picosecond timescale) in aqueous solution at room temperature and are sensitive to a very complex $B_{\text{local}}$. Chapters 3, 4 and 5 of the dissertation describe measurements of $T_1$ and $T_2$ under controlled conditions to accurately define all the mechanisms which effect $B_{\text{local}}$ under in vivo-like conditions. Some of the contributions to $B_{\text{local}}$ are dependent on molecular structure, and can be modified so that their contribution to $B_{\text{local}}$ is decreased or eliminated. By reducing some of the processes that modulate $B_{\text{local}}$, the interpretation of the remaining contributions, like collisions with paramagnetic oxygen, becomes much more clear and feasible in a clinical setting.

2.2 Spins In A Magnetic Field

In the presence of $B_0$ an ensemble of unpaired electrons (spins) will be separated based on their spin quantum number, $m_s=+/-\frac{1}{2}$ into two spin states. Loss of energy degeneracy results from the interaction of $B_0$ with the magnetic moment ($\mu_e$), a consequence of each unpaired electron’s spin angular momentum. $B_0$ exerts a torque on $\mu_e$ which causes the spin to precess in the same way a top precesses in Earth’s gravitational field (Fig. 2.1 A-D). Spin precession is a classical metaphor for a fundamentally quantum mechanical occurrence. (See sections 2.3 and 2.4).
Figure 2.1. An ensemble of spins in a magnetic field can be represented with a single vector. An ensemble of spins in the absence of a magnetic field has degenerate energy states (A). Application of a magnetic field ($B_0$) causes a slight excess of spins to align in the direction of the field (B). The ensemble can be treated as a vector with a cumulative magnetic moment arising from the net effect of spins aligned with $B_0$ (C, D).

The gyromagnetic ratio, $\gamma$, is the proportionality constant relating $B_0$ to the frequency of precession (Larmor frequency, $\omega_L$)

$$\omega_L = |\gamma|B_0 \quad (2.1)$$

where $\gamma = g_e\mu_B/h = 1.760859 \times 10 \text{ rad T}^{-1} \text{ s}^{-1}$. In continuous wave (CW) EPR, $B_0$ is swept while a constant microwave (or radio) frequency is applied. The resonance signal is observed (EPR spectrum) as the sweeping $B_0$ changes $\omega_L$ of the spins to match the frequency of constant radiation. The energy difference between the two levels ($\Delta E$) is related to $B_0$ by:
where $g$ is called the Lande factor or $g$-factor, which is equal to 2.002319 for a free electron. The atomic unit of magnetic moment, $\mu_B = -\hbar/4\pi m_e$ is called the Bohr magneton.

The interaction of $B_0$ with $\mu_e$ pushes spins towards the low energy $m_s = -1/2$ state aligned with $B_0$, while "violent thermal motions" [1] oppose such an ordering. The energy difference is very much smaller than $kT$ so there is on average only a slight surplus of spins in the $m_s = -1/2$ state as compared to $m_s = 1/2$. The excess of spins in the more energetically favorable quantum state is governed by the Boltzmann distribution:

$$\frac{N_\alpha}{N_\beta} = e^{-\frac{g\mu_BB_0}{k_BT}} \quad (2.3)$$

where $k_B$ is the Boltzmann constant and $T$ is the absolute temperature of the lattice [2], $N_\alpha$ and $N_\beta$ represent the number of spins in the $m_s = -1/2$ and $+1/2$ states, respectively.

A net spin magnetization $M_z$ (Fig 2.1 D) is used to describe the difference between populations of spins in the $m_s = +/- 1/2$ states. $M_0$ is related to $B_0$, temperature and the size of the sample ($N_0$).

$$M_0 = N_0 \frac{\gamma^2\hbar^2 B_0 S(S + 1)}{3k_B T} \quad (2.4)$$

For the case of the $S=1/2$ radicals which are the focus of this dissertation, equation (2.4) simplifies to equation (2.5).
The EPR signal is directly proportional to $M_0$, which increases as magnetic fields increase and temperature decreases. *In vivo* EPR is performed at low frequencies for deeper tissue penetration (low $B_0$) and “high” temperatures around 37° C. Since the non-resonant absorption of radiofrequency energy by water is much less than for microwave energy, sample size can be greatly increased for *in vivo* applications, recovering a substantial amount of the signal lost from lower $B_0$ and higher temperature [3, 4].

2.3 Conceptual Frame Work

Quantum mechanics explains the loss in degeneracy of the $m_s = +/- \frac{1}{2}$ spin states in the presence of $B_0$ and the quantized absorption of energy (the “Why”). Since EPR is a measure of many thousands of spins (an ensemble), classical mechanics describes the changes in voltage or current, which are recorded during an experiment (the “How”). To reconcile these facets of EPR, our conceptual framework is composed of two pieces: the energy level diagram and the rotating frame.

2.3.1 The Energy Level Diagram Illustrates Longitudinal Relaxation, $T_1$

The spin-lattice relaxation time constant ($T_1$) describes the return of energy from the spin system to the environment (return to thermal equilibrium). $T_1$ is related to the enthalpy of the spin system. Absorption of energy which satisfies the resonance condition for the spin system also stimulates emission from the $m_s = -1/2$ to $m_s = +1/2$ states [2]. If the applied energy is great enough, the rate of absorption and emission are equal.
This case, called saturation, results when energy transfer to the lattice is inefficient in comparison to the power amplitude or time course of applied $B_1$, and is diagramed in the cartoon in Fig. 2.2. Though helpful for demonstrating saturation, Fig. 2.2 over-represents the population difference between the two spin states. At 250 MHz, the population difference at 295 K (22°C) is actually only 0.0013%.

EPR probes with short $T_1$, such as nitroxides, have more efficient energy transfer to the lattice than trityl based probes with much longer $T_1$. If an ensemble of spins possessed “infinite” $T_1$ (zero coupling to $B_{local}$), there would be no EPR signal since application of any amount of power would cause immediate saturation.

![Figure 2.2. Resonance under power saturating conditions](image)

**Figure 2.2. Resonance under power saturating conditions** Power applied at the resonance condition causes a flip from $m_s = +1/2$ to $m_s = -1/2$ (stimulated absorption, A) and in the reverse direction (stimulated emission, E). Under non-saturating powers (left), thermal equilibrium is restored by release of the absorbed energy to the lattice (Relaxation, R). Under saturating conditions (right), the power is high enough that stimulated emission occurs at the same rate as absorption and no signal is observed since the populations are equalized. Adapted from [2].

The energy level diagram is also helpful for describing the hyperfine interaction of the unpaired electrons with the surrounding magnetically active nuclei (Fig. 2.3). The hyperfine splitting is a result of the interaction of the electron with nuclear spins within about 1 nm distance [2]. The hyperfine interaction is described by isotropic ($A_I$, Fermi contact) and anisotropic terms ($A_D$, dipole interaction), both of which are independent of $B_0$. The isotropic coupling arises from delocalization of the unpaired electron onto
different nuclei in the molecule. In the fluid solution EPR spectrum of the $^{14}$N nitrooxide shown in Fig. 2.3 the experimentally observed hyperfine ($A_I$) is the isotropic hyperfine. The anisotropic terms ($A_D$) are averaged to zero by fast molecular tumbling. Larger values of $A_I$ indicate greater concentration of spin density on a nucleus, and smaller values of $A_I$ indicate the spin is delocalized over the structure of the surrounding molecule. The largest values of $A_I$ are ca. 16-23 G for $^{14}$N and $^{15}$N in the nitroxide radicals that are currently used. Values of $A_I$ for $^1$H and $^2$H (D) on nitroxide radicals are smaller, of the order of a few gauss to hundreds of milligauss since these atoms are further removed from the NO$^\cdot$ fragment. Incomplete motional averaging of dipolar (anisotropic) interaction makes small contributions to the linewidth of the high field nitrogen hyperfine line. Some residual dipolar (anisotropic) interaction survives even at tumbling times from 4 to 50 ps which are considered to be in the fast-motion (isotropic) limit.
Figure 2.3. Electron-nuclear interaction gives rise to hyperfine splitting. The splitting drawn above is typical of a $^{14}$N nitoxide where $I = 1$.

2.3.2 The Rotating Frame Illustrates Transverse Relaxation, $T_2$

The spin-spin relaxation time is the loss of spin phase coherence with time [5]. $T_2$ relates more to the order of the environment the spins experience, and is a descriptor of the entropy of the spin system. Conceptually $T_2$ is explained with a rotating coordinate system and phase diagram. In the rotating coordinate system $T_2$ describes the decay of the $M_X$ and $M_Y$ components in the plane transverse to $B_0$. The majority of EPR and NMR spectrometers are constructed to measure in this plane, so that most experiments measuring $T_1$ do so through the “lens” of $T_2$. 
The effect of a linearly polarized oscillating field in the stationary laboratory frame (B₁) on the net magnetization vector is also easier to consider in the rotating frame (Fig. 2.4). The oscillating field may be represented as two components in a rotating frame. Each component rotates at the excitation frequency, but with a different directionality. If the observer is also “rotating” at the same frequency as one of the vectors, this vector seems to be static, and the description of the impact of B₁ on the spin ensemble is simplified.

Phase coherence of some of the spins in the ensemble is required to observe an EPR signal. Phase coherence is created by the excitation pulse. At thermal equilibrium, there is no magnetization in the XY plane, which also means there is no phase coherence. The timing of the B₁ applied to change this equilibrium state, defines the type of EPR experiment being performed.
Figure 2.4. A rotating frame and phase diagram. The spins process with different phases at the Larmor frequency as determined by the strength of the magnetic field \( B_0 \). The linearly polarized alternating micro- (or radio-) wave radiation can also be drawn as a circularly polarized with two components moving in opposite directions. The speed of the rotating frame is set by choosing one of the components and neglecting the other. At resonance, the frequency of Larmor precession matches the frequency of the radiation, causing the net magnetization vector to appear stationary. This is a simple example for the case of a group of homogeneous spin packets. Hyperfine structure results in groupings of spin packets with values that vary from the Larmor frequency.

The vector model is ubiquitous in explanations of ensemble magnetization manipulation for both electron and nuclear spins, but is appropriate only when considering just the electron or proton alone. Unfortunately the world is a complicated place. Borrowing a phrase (with slight modification) from English poet John Donne “no electron is an island”. The limits of the vector model are summarized by Dr. Michael Bowman in his chapter on Pulse EPR in the following way [2];
“The vector model in 3D space is an exact description for the mathematical density system of a two-level system. However, a four level system, such as an unpaired electron interacting with the spin of a single proton, can be completely described only by a vector in 15-D space where intuition fails most of us.”

Explaining the phenomena that are electron paramagnetic resonance is a bit like the story of the blind men and the elephant. Only by examining a spin system with a variety of experiments, and interpreting those results with multiple conceptual constructs can one really understand what is going on.

2.4 Pulse EPR

In pulse EPR, a single $\pi/2$ pulse applied at resonance completely focuses the spin phases resulting in a magnetization vector exclusively in the XY plane. The tip angle, $\theta$, of $M_0$ away from $+Z$ after the application of $B_1$ is given in Equation 2.6 for $S=1/2$. The shorter the duration of the pulse, $t_p$, the more $B_1$ that must be applied to achieve a given tipping angle.

$$\theta = \gamma B_1 t_p \quad (2.6)$$

For the case of $B_1=1$ G (at the sample), a single pulse with $t_p = 90$ ns would move the spin magnetization fully from $+Z$ and focus the spin phases on the XY plane. If $B_1$ were half as much, then $t_p = 180$ ns would be needed to achieve the same effect.
2.4.1 One Pulse: Free Induction Decay (FID)

Immediately after the application of a $\pi/2$ pulse, the projection of the net magnetization vector will be aligned along the $+Y$ axis with all spins sharing phase coherence (Fig. 2.5 A). As time progresses, the spins will begin to de-phase due to differences in $\omega_L$ and the magnetization vector will return to the $+Z$ axis (Fig. 2.5 B, C) driven by $T_1$ relaxation. The result is free induction decay. This signal arises from two phenomena. First, the spin vector is rotating at the Larmor frequency and inducing an alternating current in the resonator. Secondly, the magnitude of the magnetization vector in the $XY$ plane is disappearing with time, as a result of both $T_1$ and $T_2$ relaxation. The combination of these two phenomena yields the FID. The time constant for the decrease in FID amplitude is called $T_2^*$, which represents the true $T_2$ in addition to other processes which de-phase the spins. $T_2^* < T_2$. 
Figure 2.5. A π/2 pulse generates a free induction decay (FID) signal. At equilibrium the net magnetic moment is aligned in the direction of B₀, defined by convention as the +Z axis (bottom). In the rotating frame the vector along +Z appears stationary. There is no projection of the magnetic moment into the XY plane (top). After application of the π/2 pulse, the magnetization vector tips completely into the XY plane (A). In the laboratory frame the vector magnitude in the XY plane rotates at the Larmor frequency inducing an alternating current which is detected perpendicular to B₀. Simultaneously the vector in the XY plane decreases, while the vector magnitude in the +Z direction increases (B, C). The combination of decreasing signal intensity with the oscillating current gives rise to the FID pattern. The FID is observed when ωₛ ≠ ω₀. When ωₛ = ω₀, a pure exponential decay without oscillation is observed.

2.4.2 Two Pulses: Echo Formation And Decay.

The phenomenon of the spin echo is based on the behavior of an ensemble of spins with differing Larmor frequencies [6]. The decrease in magnetization in the XY plane is not solely due to the return of the spins to the equilibrium position (T₁). At time 0 after application of the π/2 pulse, spins are in phase with one another (Fig. 2.6, A). As time progresses differences in ωₜ due to interaction with neighboring nuclear spins causes the electron spins to fall out of phase (Fig. 2.6). The spins are refocused with application of a
\( \pi \)-pulse (Fig. 2.6 B). The \( \pi \)-pulse refocuses differences in \( \omega_L \), but not changes in \( \omega_L \) that occur because of fluctuations of neighboring nuclear spins.

The time between pulses, \( \tau \), must be short relative to \( T_2 \). An echo is sometimes illustrated as “two back to back FID’s”. The height of the echo formed will decrease as \( \tau \) is increased. Plotting the decrease in echo amplitude with increasing \( \tau \) gives an exponential decay whose time constant is the phase memory time, \( T_m \) (Fig. 2.6, D). \( T_m \) reflects how fast magnetization is lost in the XY plane due to spin dephasing, which is due to the real \( T_2 \) plus other spin dephasing processes. For the fast tumbling radicals in room temperature studied in this dissertation, \( T_m \approx T_2 \), so two-pulse spin echo is used at all frequencies to measure the spin-spin relaxation time.
Figure 2.6. A spin echo is formed by re-focusing spins A π/2 pulse turns the magnetization vector into the XY plane (A). As time progresses, spin packets “de-phase”, decreasing the intensity of the vector (blue arrow). Application of π pulse (B) “re-focuses” the spins and regenerates the magnetization vector in the XY plane (red arrow). For the formation of an echo, the π-pulse must be applied before spin phase is completely randomized. The time between the π/2 and π pulses is τ, and the echo appears 2τ after application of the π/2 pulse (C). The decay of the echo amplitude as a function of increasing τ is exponential, with a time constant called phase memory time, T_m (D). For fast tumbling organic radicals in fluid solution, T_m≈T_2.

2.4.3 Three Pulses: Measuring T_1 By Inversion Recovery

If τ between the π/2 and π pulse is held constant, the echo amplitude may be used to monitor the effect on the spin system of a third pulse. In the case of an inversion recovery experiment, the third pulse is a π pulse, placed in front of the (π/2-τ-π) monitoring sequence to flip the magnetization to the –Z axis (Fig 2.7A). A time, T, is introduced between the inverting π-pulse and the monitor sequence. When T is very small, the
magnetization vector is still inverted to the $-Z$ axis, and the reporter pulse sequence shows what looks like an upside down echo (Fig. 2.7 B). Each time $T$ is increased, the magnetization vector relaxes further back to the $+Z$ axis. The result is a signal that starts at a negative amplitude, increases through zero, and then continues to increase up to the amplitude of a normal echo (Fig. 2.7 A-C). Since this three pulse experiment is a probe of how long the magnetization vector takes to recover from the $-Z$ to $+Z$ axis, the inversion recovery experiment reports $T_1$.

Often spin diffusion processes obscure the true $T_1$ and the observed time for an inversion recovery signal is $T_{1SD}$. To investigate spin diffusion processes, it is common to increase the length of the first $\pi$-pulse, repeating the inversion recovery measurement. If spin diffusion is impacting $T_1$ values, the measured $T_1$ will continue to increase until a plateau is reached when the length of the inverting $\pi$-pulse is long relative to the spin diffusion time.
Figure 2.7. The three pulse inversion recovery sequence measures $T_1$. The first $\pi$-pulse inverts the spins and is separated by $T$ from the “reporter” pulse sequence ($\pi/2-\pi$) which produces the echo. When $T$ is very small in comparison to the relaxation time, the echo is fully inverted (A). As $T$ increases more of the magnetization has returned to the +Z axis, resulting in fewer spins to be refocused and a smaller inverted echo (B). The echo amplitude goes through zero, and then increases when $T$ is large enough between first $\pi$-pulse and the $\pi/2$ pulse (C). A plot of $T$ vs. echo amplitude gives the inversion recovery trace (D).

2.5 Continuous Wave EPR

In continuous wave EPR the field ($B_0$) is swept slowly with respect to the relaxation time. The slow sweeping of $B_0$ changes the Larmor frequency of the spins until it matches the frequency of the constantly applied $B_1$ (at the carrier frequency, $\omega_c$). The magnitude of $B_1$ applied in CW experiments is very small, resulting in a small tip angle of the magnetization from the +Z axis. A steady state of spin phase coherence is set up, so that a signal is recorded in the XY plane which is proportional to $T_2$ [5]. The phase coherence increases as the resonance condition is neared (Fig. 2.8 B), and decreases again
as the Larmor frequency moves past resonance (Fig. 2.8 C). In practice the signal recorded by CW EPR in the XY plane is that of $T_2^*$ and reflects the effective linewidth. $T_2^*$ is shortened relative to the true $T_2$ by Heisenberg exchange and unresolved hyperfine coupling, usually methyl or ring protons for the nitroxides studied in this dissertation.

The absorption spectra in a CW experiment is encoded in a modulation frequency and amplitude (phase sensitive detection), resulting in a derivative spectrum as the instrument output (Fig. 2.8, C). The disadvantage for this method of detection is that only a small part of the resonance signal is being observed for a given time. Increasing the modulation amplitude increases the observed signal at the expense of the line width, broadening it in a similar fashion to power saturation. Performing quantitative CW EPR is a difficult endeavor as it requires low modulation amplitudes and incident power so as not to distort the spectrum.
Figure 2.8. Continuous wave EPR At resonance, the continuously applied power tips $M_z$ very slightly away from alignment with $B_0$. The response in the XY plane as different spin packets come into resonance and exit resonance (B) is the absorption profile (C) (shown here is the case where individual spin packets are not resolved). Phase sensitive detection of the absorption signal gives the familiar derivative spectrum (D).

2.6 Rapid Scan EPR

In rapid scan EPR $B_0$ from the main magnet is held constant and specially designed magnetic field scan coils produce large uniform fields, $B_{\text{sweep}}$, across the sample. The absorption spectrum is detected directly by a quadrature mixer and digitized, as is done in pulse experiments. Many types of filters can be applied to post-processing to refine the spectrum. $B_{\text{sweep}}$ is fast (MG/s or T/s) relative to relaxation time of the spins studied, and the characteristic oscillations of a rapid scan result from continuous variation of the effective $B_1$. The rapid scan spectrum can be viewed as two pieces, an absorption
component and a transient “FID” similar to those observed after application of a π-pulse. There are two differences between a pulse and rapid scan “FID”. First, the tip-angle is much smaller than 90° due to the short dwell time of the spins on resonance. Second, the oscillation frequency does not remain constant, but rather increases. While the magnetization vector returns to equilibrium, \( \omega_L \) is moving away from \( \omega_C \) due to the quickly changing \( B_{sweep} \).

**Figure 2.9. Rapid-scan EPR.** The rapid scan signal can be thought of as arising from two periods with respect to the precessing spins. In the first period, the spins have a strong interaction with \( B_1 \) and pass through resonance in a similar fashion to the CW experiment. In the second period, the interaction of spins with \( B_1 \) decreases as they are being moved off resonance, yielding something that resembles a FID. Colored arrows represent, relative to the carrier frequency, increasing frequency of precession of the spins as they are moved off resonance.
2.7 Methods For Low-Frequency Pulsed EPR

The free-induction-decay (Fig. 2.5) is an idealized case where the entire signal can be captured from time zero. Resonators have a characteristic efficiency or “Q” value, and because of this experience “ringdown” after application of a $\pi/2$ pulse. The ringdown represents dissipation of the pulse energy from the resonator and has a signal that decays with a characteristic time constant, $\tau_{rd}$. If $\tau_{rd}$ is the same length, or longer than the relaxation time to be studied then it will obscure the EPR signal.

Resonators with higher Q-values are more sensitive (increased SNR) but also have longer $\tau_{rd}$. The ringdown time is dependent on the operating frequency, and for the same Q increases as operating frequency decreases. For instance, a resonator Q with 100 ns ringdown at X-band (9.5 GHz) may have a ringdown time of 4-5 µs at VHF (250 MHz). In addition, the higher Q-value can act as a bandwidth filter for very narrow $\pi/2$ pulses required to excite faster relaxing radicals (nitroxides). For this reason the resonators in pulse experiments are usually over-coupled to lower the Q-value. The penalty for lowering the Q is a decrease in SNR, and an increase in the power required for a given pulse length.

The only difference, especially for low-frequencies, in a pulse experiment for slow relaxing radicals (i.e. trityls) and fast relaxing radicals (i.e. nitroxides) is the margin for error in the balance between resonator Q, pulse length, input power and SNR. For short relaxing radicals, the margin is very narrow. Even with lowering resonator Q, the ringdown can seldom be reduced to the point where a nitoxide signal, with $T_2$ ca. 500 ns
-1 µs, is observed cleanly above the resonator ringdown and system noise. The key to achieving good (high SNR) relaxation data at low frequencies is understanding and optimizing the following aspects:

- Experiment Timings
- Power Requirements vs Pulse Length
- Phase Cycling Programs
- Resonator Overcoupling
- Q-spoiling [7]

The following sections address how each aspect was used to collect the low-frequency time domain data in this dissertation.

2.7.1 Experiment Timings

The basic spin echo sequence (Fig. 2.6) produces an echo at time τ after the π pulse, but capturing the echo signal relies on a complex set of digitizer timings, integration windows, detector blanking signals and Q-spoiling signals (for 250 and 600 MHz). A general timing diagram is presented in Fig. 2.10, with timings relative to the start of each experiment (Time Zero).

For the best signal-to-noise, all timings must be optimized. Resonator ringdown after the π-pulse can saturate the detector, so a detector blanking is employed (Fig. 2.10A). Correct positioning of detector blanking can improve the echo signal after averaging by reducing the input to the digitizer. If the blanking signal delay is too long, the echo amplitude can be diminished. Capture of the echo signal is done with a digitizer
positioned at the proper spot in time by the integrator window timing (Fig. 2.10 B). The digitizer collects data for the length of the integrator window time (Fig. 2.10 C). The two timings operate in tandem, and if either is not optimized signal to noise will be decreased. For the 250 MHz and 600 MHz pulse experiments Q-spoiling (Sec. 2.6.5) is employed and requires a signal for both the detector and power resonators (Fig. 2.10 D,E)
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**Figure 2.10 Understanding pulse experiment timings.** Each system has a different nomenclature for the timings above. The Bruker systems (E580, E540) refer to B and C as \(d_0\) and \(pg\), respectively. On the 250 MHz system power, detector Q-spoil and detector blanking are set by U1, U2 and U3, respectively. The homebuilt systems (X-, S- and L-bands) have a digital boxcar designed by Richard W. Quine with knobs to adjust each timing.

**2.7.2 Power Requirements vs. Pulse Length**

In a pulse experiment power incident on the resonator is applied to the spins, tipping the magnetization away from the +Z axis. The conversion factor or resonator efficiency
(B₁/W₁/2) is reduced as the Q-value of the resonator is lowered. The B₁ required for a \( \pi/2 \) tip angle is given in Equation 2.7.

\[
\frac{\pi}{2} = \gamma_e B_1 t_p
\]  

(2.7)

Here \( t_p \) is the length of the \( \pi/2 \) pulse. To achieve a \( \pi/2 \) pulse in times which are short relative to nitroxide relaxation times, \( t_p \) must be < 40 ns. Shorter pulse times require either larger \( B_1/\sqrt{W} \), or higher incident power.

The power amplifiers available at higher frequencies are 20 W (X-, L- and S-bands) or 1 kW (X-band), which are sufficient for small (4 mm-6 mm) samples to generate the required \( \pi/2 \) pulses for typical resonator efficiencies. At frequencies lower than 1 GHz sample size is increased (16-25 mm) and Q-values must be even lower to offset the increase in \( \tau_{rd} \) with decreasing frequencies. Measurements made with the 600 MHz spectrometer have used a continuous wave 100 W amplifier or 300 W RF amplifier. Measurements made at 250 MHz used a 4 kW RF amplifier.

For optimizing the pulse power, a sample is inserted and the resonator(s) critically coupled. The dielectric loss of aqueous samples may lower the Q enough to decrease \( \tau_{rd} \), so further over-coupling only results in greater S/N loss. The Q can be estimated, by measuring the 1/e point on the decay curve from the reflected power of the incident pulse [8] and (Equation 2.8).

\[
Q = 2\pi\nu\tau
\]  

(2.8)
Here $\tau$ is the 1/e time and $\nu$ is the frequency of the resonator. Equation 2.8 is appropriate for crystal detection with max signal $\leq 15$ mV [9].

Samples of standard radicals with well characterized $T_1$ and $T_2$, prepared with similar solutions and concentrations as the radicals to be studied should be used first. Two trityl radicals were used as standard samples to calibrate the power vs. pulse length at a given resonator Q, the symmetric per-deuterated Nycomed trityl (Trityl-CD$_3$) [10] and Ox63 [11] provided to us by Dr. Halpern, University of Chicago. The relaxation characteristics for both radicals are well known from 9 GHz to 250 MHz [12], with $T_2$ varying from 6-12 µs. Such a long $T_2$ allows characterization of pulse length vs. incident power even at high resonator Q, since the $\tau$ value in the pulse sequence can be pushed out past $\tau_{rd}$ of the resonator.

A field swept echo detected spectrum is performed yielding the relevant resonance positions. For this dissertation such a sweep would reveal the 3, 2 or 1 resonance positions of the $^{14}$N, $^{15}$N, or trityl radicals, respectively. One line is selected, and an echo-decay experiment with $d\tau = 0$ is started. By holding $\tau$ constant, the echo never decays, and changes in its amplitude are due to power or phase changes, allowing optimization of both parameters. If signal to noise is insufficient to see the impact of parameter change on the echo, the signal can be averaged with a digitizer at each parameter setting and plotted point-by-point (Fig. 2.11).
Figure 2.11. Optimizing pulse power at 250 MHz. Power attenuation is varied to find the optimum power for the $\theta = \pi/2$ pulse. Since 0 dB attenuation is maximum power, the graph is read from right to left. The second peak with smaller amplitude is the echo which results from a tipping of the magnetization vector by $\theta = 3\pi/2$. Data were collected with a pulse length of 80 ns.

The full range of attenuations (from 60 or 40 to 0 dB) must be explored for each resonator $Q$ to determine how $\theta$ changes with power (for the same pulse length). For efficient (higher $Q$) resonators, or if enough power is available for a given $\tau_p$, the magnetization vector can be tipped 270° from the +Z axis. This results in a 90° tip in the opposite direction and will also yield an echo, but of a smaller amplitude than the 90° echo. The 90° and 270° echoes are separated by ca. 12 dB attenuation change of the incident power. Measurement of the 270° echo yields artificially shortened relaxation times. In preliminary measurements of the nitroxide relaxation times, $T_1$ was shortened by 100 ns when measuring the $\theta=270^\circ$ echo instead of the $\theta=90^\circ$ echo. This was a difference of 12-17% for true $T_1$ values in the range of 600-800 ns.
2.7.3 Phase Cycling

Almost all pulse EPR experiments are performed with phase cycling. Any combination of two- or three-pulses will can yield unwanted echoes. Phase alternation (or phase cycling) is a method to remove the unwanted echoes and residual FID, and correct for imperfections in the pulse shapes. If resonator response is linear with input power, phase cycling can also be used to recover a wanted echo signal sitting just inside the ring-down. In the simplest design the microwave signal cycles twice, 0° and 180°. Resonator ring-down and FID are suppressed, while the echo is retained.

2.7.4 Resonator Overcoupling

The more overcoupled the resonator, the shorter the ringdown, but the more power that is required for a given tip angle. The power requirements for a short (ca. 40 ns) pulse are large, and grow even more as the efficiency of the resonator is lowered by overcoupling. Successful pulse experiments at frequencies lower than X-band in Chapters 3, 4 and 5 were achieved by carefully balancing the efficiency and ring down when adjusting the resonator coupling. Pulse experiments at 250 MHz were aided by Q-spoiling [7]. The use of bimodal (cross-loop) resonators allows up to 60 dB of isolation between the power and detection resonators. This is effectively a 60 dB reduction in the impact of ringing from the power resonator seen by the detection resonator, allowing higher Q values in the power resonator to increase efficiency and lower power demands.
The only way to be certain the correct balance has been struck is to complete a “calibration” using a standard sample with relaxation times longer than the ringdown of the resonator in the highest Q state (critically coupled). For all frequencies this was usually the Trityl-CD$_3$ or Ox63 radicals. For each value of Q an echo is formed with short $\pi/2$ pulses and decreasing values of $\tau$. $\tau$ is decreased until the ringdown is no longer linear with power and the signal is washed out in the ringdown. As the Q is lowered, the $\tau$ value is moved further and further back until the echo is overwhelmed. Completed pulse power optimization at each Q (Fig. 2.11) calibrates the instrument user for how much power (for a given $\pi/2$ pulse) is needed as Q is lowered. Over-coupling the resonator to the point where $\tau$ can be ca. 300 ns is sufficient for measuring most nitroxides in solution at room temperature.

2.7.5 Q-spoiling

The best example of the implementation of Q-spoiling with a cross loop resonator (CLR) in the Denver lab is given in [7]. During “active” Q-spoiling, voltage biased diodes cycle the power and detection resonators between “high Q” and “low Q” (shorted) states. The power resonator starts the experiment in the “high Q” state, so it has the highest sensitivity when receiving the pulses. The detection resonator is held in the “low Q” state, to make it insensitive to power coming from the power resonator, through the isolation. As the $\pi$ pulse ends, the power resonator is cycled to the “low Q” state, making it insensitive to power and immediately spoiling the ringdown that was present due to high incident powers. Meanwhile the detection resonator has been cycled to its “high Q” state so it can be very sensitive to detect the electron spin magnetization.
“Passive” Q-spoiling may also be employed, and is favored by the collaborators in Chicago. Schottky diodes are placed across the gap of the receiving resonator. During the power pulses the diodes would sense enough voltage to conduct, “shorting out” the resonator. This would prevent the build up of energy to be dissipated, essentially making the detection resonator “blind” to the impact of the pulse power. After the power pulse is completed the voltage falls to a level where the diodes no longer conduct, and the detection resonator is sensitive again. The drawback to this design is that if isolation in between resonators is high, the voltage which reaches the diodes is insufficient to activate them, allowing the detection resonator to build up some energy which it must dissipate in the dead time.

2.8 Summary

The goal of this chapter was to give enough of an overview of EPR theory, methods and technique to provide the proper context for Chapters 3-7. Additional details on these topics are given in [2][5] [6][9] [13]. A comparison of pulse and CW techniques sets the stage for the experiments in Chapter 3, discussion of two and three pulse experiments is helpful for understanding Chapters 4 and 5, and an introduction to rapid-scan is necessary for Chapter 6, on rapid-scan imaging. Chapter 7 is more about the intricacies of different resonators, and gives some idea of how the proper hardware can “make or break” the experiment you are attempting.
Section 2.6 summarizes all of the helpful “bits” I have adopted over the last five years for pulsed EPR. A large effort went into method development just to measure relaxation times between 500 ns and 1 μs at frequencies in the L-band (1-2 GHz), at 600 MHz and especially at 250 MHz.

Dr. Gareth Eaton remarked to me in May of 2009 (after I had been in the lab one month) that finding an echo for the nitroxide samples at 250 MHz should be “relatively straight forward”, and they were (two years later after a lot of effort). I’ll end this chapter with my own quote, to any future graduate students who happen upon this dissertation in their quest to understand EPR.

“If the problem is only very challenging, we’ll get it figured out right away. If the problem is impossible, it will just take us a couple of days”

G.R. Eaton
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CHAPTER 3
RELAXATION TIMES AND LINE WIDTHS OF ISOTOPICALLY
SUBSTITUTED NITROXIDES IN AQUEOUS SOLUTION AT 9.5 GHZ.

3.1 Introduction

Optimization of nitroxides as probes for in vivo EPR imaging requires understanding of multiple factors that contribute to improved signal-to-noise (S/N). In this chapter the goal is to define for a set of nitroxides (Fig.3.1) (a) the features of the molecules that impact the inherent relaxation-determined spin packet line widths, (b) the relaxation mechanisms that dominate spin lattice relaxation, and (c) the structural features that determine the unresolved hyperfine splittings. These studies reveal patterns that guide the design and selection of nitroxides for imaging experiments.

For low molecular weight nitroxides in water, EPR spectra at X-band (9 GHz) and lower frequencies are near the rapid tumbling limit. Tumbling correlation times (τ) are of the order of 10 ps, $T_1 \approx T_2$, saturation recovery curves can be fit with a single exponential, and line widths and $T_2$ are weakly dependent on frequency because the dominant anisotropic interaction is the frequency independent nuclear hyperfine. Recent work on the frequency dependence of $T_1$ for nitroxides has focused on the slower tumbling regime with τ values in the range of $10^{-9} - 10^{-10}$ s [1-3] where $T_1$ is dependent on frequency below X-band.
In the fast tumbling regime $T_1$ for nitroxides is predicted to be independent of frequency below X-band [4]. The ultimate goal is imaging at frequencies in the 250 MHz to 1 GHz range, but advantage was taken of the higher signal-to-noise (S/N) achievable with smaller sample size at X-band to explore concentration and structure dependence of relaxation times and line widths.

The study included nitroxides with 6-member (1), unsaturated 5-member (2), or saturated 5-member (3) rings (Fig. 3.1). Each was studied with both $^{14}$N and $^{15}$N isotopes. Since substitution of $^1$H by $^2$H substantially narrows the EPR signal and improves S/N, the study focused on deuterium-substituted nitroxides. Nitroxide 2 was selected for study because the unique ring hydrogen has been shown to have a hyperfine splitting that is a convenient monitor of oxygen concentration [5]. The low concentration continuous wave (CW) line widths, spin-packet line widths required for simulations including all nuclear hyperfine splittings, and directly-measured relaxation $T_1$ and $T_2$ were compared. This work is published in [6].

![Figure 3.1 Structures of nitroxides studied](image)

**Figure 3.1. Structures of nitroxides studied.** The designations 1, 2 or 3 are used when referring to either nitrogen nuclear isotope. Tempone and mHCTPO are commonly used designations for 1 and 2, respectively. PDT is also used for 1a. Adapted from [6].
3.2 Experimental

1a and 1b with >98% isotope purity were purchased from CDN Isotopes (Quebec, Canada). A second sample of 1a was prepared as described in [6] and provided by Dr. Gerald Rosen (University of Maryland). 2a and 2b were prepared as previously reported [7] and provided by Prof. Halpern (University of Chicago). The syntheses of 3a and 3b were previously reported [8] and provided by Dr. Gerald Rosen (University of Maryland).

3.3 Preparation Of Solutions

Weighed samples of radicals were dissolved in water. Solutions in thin-wall 0.97 mm i.d. Teflon tubing were placed inside 4 mm o.d. quartz tubes. Gaseous N\textsubscript{2} was passed over the sample via a thin Teflon tube that extended to the bottom of the quartz sample tube. O\textsubscript{2} and N\textsubscript{2} exchange through the tubing. The purging was continued until no further change in line width or relaxation time was observed. Integrals of CW spectra were checked to ensure that water evaporation was small enough that it did not significantly change the solution concentrations.

3.4 Spectroscopy

Experiments were performed at room temperature, ca. 20–22 °C at the sample position in the resonator. X-band CW EPR spectra were obtained on a Bruker EMX-Plus spectrometer. Microwave power incident on the sample, magnetic field modulation amplitude, and modulation frequency were adjusted to ensure that the observed line widths were not broadened by experimental parameters. Reproducibility of oxygen
removal was checked. The effectiveness of the deoxygenation methodology was verified with an Oxylab pO₂ fluorescent probe (Oxford Optronix, UK). CW spectra of 1a, 2a, or 3b in D₂O were essentially indistinguishable from those in H₂O. The slightly higher viscosity of D₂O than of H₂O causes proportional increases in tumbling correlation times that could be detected by changes in T₂ measured by spin echo. This change in T₂ is within the uncertainty in determination of T₂ by simulation of CW lineshapes.

T₂ relaxation times were measured by two-pulse electron spin echo on a Bruker E580 or on a locally-built pulsed spectrometer [9] with a Bruker ER4118-X5MS split ring resonator. Both spectrometers use nominal 1 kW TWT amplifiers. The time constant for spin echo dephasing is designated as Tₘ [10]. For a molecule tumbling rapidly in fluid solution Tₘ = T₂ so the spin echo dephasing time constant is designated as T₂.

T₁ relaxation times were measured by inversion recovery on these two spectrometers, or with saturation recovery by Virginia Meyer and Hanan Elajaili on the E580 with a Bruker ER4118-X5MS split ring resonator or a home-built spectrometer [11] using the 5-loop-4-gap resonator described in Ref. [12]. Values of T₁ obtained by inversion recovery and saturation recovery for selected samples were compared and found to be in good agreement, within experimental uncertainty. Inversion recovery inherently provides higher S/N, and is the method of choice for T₁ measurements of nitroxides in this fast motional regime. Values of T₁ obtained by inversion recovery are reported in the tables. Results obtained on different spectrometers with several operators were in good agreement.
3.5 Fitting Of Exponentials To Pulse Data And Simulations Of CW Spectra

Two-pulse echo decays, inversion recovery curves, and saturation recovery curves fit well with a single exponential, using a least-squares criterion. Reported relaxation times are averages of at least three replicates. CW EPR spectra were simulated using the shareware EasySpin 3.1.6 (http://www.easyspin.org/) and using locally-written Fortran programs, with guidance from published hyperfine values for 1a [13], 2a [13, 14], and saturated 5-member ring nitroxides (pyrrolidines) similar to 3a [15]. 2H couplings were calculated from literature values of 1H couplings using the ratio $\gamma_D/\gamma_H = 0.153$. Hyperfine couplings are sensitive to solvent [14], so small differences from previously reported values were allowed in the simulations. Spin packet line widths calculated from $T_2$ were substituted into the Kivelson equation [16] for the dependence of line width on nuclear spin, $\Delta B = A + B m_1 + C m_1^2$ [17]. Equations presented in Chasteen and Hanna were used to calculate the molecular tumbling correlation time $\tau$ from the value of $B$ [18]. Since $^{14}\text{N}$ A = 16.1–16.4 G for 1a, 2a, and 3a in water at 20 °C, it was assumed that the anisotropic g and $A_N$ values also would be similar for the three nitroxides. Based on literature reports the following parameters were used in analyzing the tumbling correlation times: $g_x = 2.0092$, $g_y = 2.0061$, $g_z = 2.0022$, $A_x = 5.5$, $A_y = 6.3$, and $A_z = 35.9$ G for $^{14}\text{N}$ [19, 20]. Average values of $\tau$ based on CW spectra for $^{14}\text{N}$ and $^{15}\text{N}$ analogs at three concentrations are 9, 13, and 19 ps for 1, 2, and 3, respectively. To fit these $\tau$ values to the Stokes–Einstein equation ($\tau = c_{\text{slip}} V g/kT$, $V = $ molecular volume, $k = $ Boltzmann’s constant) required $c_{\text{slip}}$ of 0.11, 0.15, and 0.21 for 1, 2, and 3, respectively. The value of $c_{\text{slip}}$ for 1 is similar to previously reported values of 0.12 in 1:1 water glycerol [21] and 0.13 in
glycerol [19]. Trends in the values of $c_{slip}$ are consistent with the expectation of increasing solute-solvent interaction for ketone < amide < acid.

3.6 Calculation of Uncertainties

All of the uncertainties reported in this chapter, and chapters 4 and 5 were calculated as the standard deviation via Microsoft Excel (STDEV). The formula used by Excel is given in Eq. 3.1:

$$\text{STDEV} = \sqrt{\frac{\sum(x - \bar{x})^2}{n-1}} \quad (3.1)$$

where $\bar{x}$ is the mean and $n$ is the sample size. Most measurements were made in triplicate, with the exception of the experiments reported in Table 3.3

3.7 Results

3.7.1 Spin-spin and spin lattice relaxation times

Directly-measured relaxation times for the six radicals in 0.25 mM aqueous solutions are summarized in Table 3.1 for the center-field lines of the $^{14}$N nitroxides and the low-field lines of the $^{15}$N nitroxides. For the $^{14}$N-nitroxides $T_2$ for the low-field line is 2–5% longer than for the center line and $T_2$ for the high-field line is 25–60% shorter than for the center line. For the $^{15}$N-nitroxides $T_2$ for the high-field lines is 25–60% shorter than for the low-field lines. The modest dependence of $T_2$ on $m_1$ and similarity in values of $T_1$ and $T_2$ (Table 3.1) are consistent with the fast tumbling regime.
Table 3.1 Relaxation times, spin packet linewidths and overall linewidths. For samples in H₂O at 0.25 mM

<table>
<thead>
<tr>
<th>Nitrooxide</th>
<th>T₁ (µs)ᵇ</th>
<th>T₂ (µs)ᶜ</th>
<th>ΔBₛᵖ (G)</th>
<th>ΔBₚᵖ (G)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1ᵃ</td>
<td>0.59</td>
<td>0.56</td>
<td>0.12</td>
<td>0.16</td>
</tr>
<tr>
<td>2ᵃ</td>
<td>0.67</td>
<td>0.53</td>
<td>0.12</td>
<td>0.51ᵈ</td>
</tr>
<tr>
<td>3ᵃ</td>
<td>0.72</td>
<td>0.57</td>
<td>0.11</td>
<td>1.1</td>
</tr>
<tr>
<td>1ᵇ</td>
<td>0.81</td>
<td>0.64</td>
<td>0.10</td>
<td>0.16</td>
</tr>
<tr>
<td>2ᵇ</td>
<td>0.86</td>
<td>0.60</td>
<td>0.11</td>
<td>0.51ᵈ</td>
</tr>
<tr>
<td>3ᵇ</td>
<td>1.0</td>
<td>0.75</td>
<td>0.087</td>
<td>0.4</td>
</tr>
</tbody>
</table>

ᵃ Center-field line for ¹⁴N and low-field line for ¹⁵N in deoxygenated water at 20-22°C
ᵇ Uncertainties are about ± 0.03 µs
ᶜ Uncertainties are about ± 0.02 µs
ᵈ Partially-resolved doublet splitting is 0.51 G with ΔBₚᵖ for each component of 0.26 G.

For comparison with simulations of CW spectra, T₂ was converted to peak-to-peak spin packet line widths, ΔBₛᵖ, using the relationship for a Lorentzian line,

\[ \Delta B_{sp}(G) = \frac{2}{\sqrt{3} \gamma T_2} = \frac{6.56 \times 10^{-8} \text{Gs}}{T_2(s)} \]  \hspace{1cm} (3.2)

The much larger overall line widths, ΔBₚᵖ, than spin packet line widths ΔBₛᵖ (Table 3.1) reflect the substantial contributions from hydrogen/deuterium hyperfine splittings.

3.7.2 Contributions to T₁

Values of T₁ in 0.25 mM aqueous solutions (Table 3.1) are in good agreement with a report at X-band for 0.5 mM solutions at 20°C: T₁ = 0.49 µs for 1ᵃ and T₁ = 0.68 µs for 2ᵃ [2]. Although a dependence of T₁ on mᵢ was observed in the present study, recent models for nitroxide spin lattice relaxation do not include a mᵢ dependence [3] [4] [10] [17] [21-23]. The contributions to T₁ were analyzed first for the average values observed for the 3 (or 2) values of mᵢ as summarized in Table 3.2 for 0.030 mM solutions. The mᵢ
dependence is discussed separately in Section 3.5.4. At these low concentrations the Heisenberg exchange contributions to the measured $T_1$ are negligible.

Spin–lattice relaxation for nitroxides in fluid solution has been analyzed in terms of contributions from spin rotation Eq. (3.3), modulation of $g$ and $A$ anisotropy by molecular tumbling, and generalized spin diffusion [3,4][16][20–22].

$$\frac{1}{T_1^{SR}} = \frac{\sum_{i=1}^{3}(g_i - g_e)^2}{9\tau} \quad (3.3)$$

where $i=x,y,z$ and $g_e$ is 2.0023.

For nitroxides tumbling rapidly in deoxygenated fluid solution, spin rotation Eq. (3.3) makes a larger contribution to $T_1$ than in slower tumbling regimes [4] [21], but as shown in Table 3.2 spin rotation alone is not sufficient to fully account for the relaxation times. Generalized spin diffusion (GSD) includes contributions from methyl rotation and modulation of intermolecular and intramolecular dipolar spin–spin interaction [4]. Other than the impact of slowing tumbling due to increased viscosity, substitution of H$_2$O by D$_2$O did not change the relaxation times, which indicates that the intermolecular contribution to GSD is not significant for these experiments. With the exception of 3a and one hydrogen in 2, the nitroxides selected for study are perdeuterated, so intramolecular contributions from GSD are much smaller than for natural isotope abundance. Therefore GSD was not included in the calculations of $T_1$. At X-band (and lower frequencies) the contribution from modulation of $g$ anisotropy is more than an order of magnitude smaller than from modulation of $A$ anisotropy [4] [21] [23] (Eq.
so inclusion of g anisotropy with an expression analogous to Eq. (3.4) had negligible impact on calculated $T_1$.

3.7.3 Modulation of anisotropic nuclear hyperfine by tumbling

In recent papers the modulation of anisotropic nuclear hyperfine by tumbling has been described by Eq. (3.4), and called the END (Electron-Nuclear-Dipole) mechanism.

\[
\frac{1}{T_1^A} = \frac{2}{9} I(I + 1) \sum_i (A_i - \bar{A})^2 J(\omega) \tag{3.4}
\]

where $A_i$ is a component of the nitrogen nuclear hyperfine in angular frequency units, $\bar{A}$ is the average nitrogen hyperfine, $I$ is the nitrogen nuclear spin, and $J(\omega)$ is the spectral density function. Experimental values of $T_1$ (Tables 3.1 and 3.2) are systematically longer for nitroxides with $^{15}$N than with $^{14}$N, which is consistent with prior results.

The isotope effect arises from differences in both magnetic moment and nuclear spin $I$. $^{15}$N has a larger magnetic moment than $^{14}$N ($\mu_{^{14}N}/\mu_{^{15}N} = 0.71$) which increases $A_i$, but the $I(I + 1)$ term offsets this difference, so the ratio of the $^{14}$N/$^{15}$N coefficients in Eq. (3.4) is $(0.71)^2 \times I_{^{14}N}(I_{^{14}N} + 1)/I_{^{15}N}(I_{^{15}N} + 1) = 1.4$. Thus, if modulation of anisotropic nitrogen hyperfine were the only contribution to $T_1$, $T_1$ for a $^{15}$N-containing nitrooxide would be 1.4 times larger than for the analogous $^{14}$N-nitroxide. The $T_1 (^{15}N)/T_1 (^{14}N)$ ratios in Table 3.2 are about 1.2, which is consistent with modulation of nitrogen hyperfine anisotropy, in addition to spin rotation that is independent of nitrogen hyperfine.
When motion is isotropic, the Bloembergen Pound Purcell (BPP) spectral density function, Eq. (3.5) is frequently used [3] [23]

\[ J_{\text{BPP}}(\omega) = \frac{\tau}{1 + (\omega \tau)^2} \quad (3.5) \]

Calculations of $T_1$ using the experimentally determined values of the tumbling correlation time $\tau$ and Eqs. (3.3)–(3.5) gave values in reasonable agreement with the experimental data (Table 3.2).

Prior work on nitrooxide relaxation has raised questions about the suitability of the BPP spectral density function. In studies of the temperature dependence of line widths of peroxyamine disulfonate (Fremy’s salt) in glycerol:water mixtures [25], tumbling correlation times for 1a in deuterated solvents [19], and $T_1$ for 1a in toluene-\text{d}_8 [26] it was observed that the BPP spectral density function (Eq. (3.5)) did not adequately model the data and that better agreement could be obtained by adding a parameter $\varepsilon$ as the coefficient of the $(\omega \tau)^2$ term. The Cole–Davidson spectral density function (Eq. (3.6)) was developed in studies of dielectric relaxation [27] and has been applied to NMR as well as dielectric relaxation [28-30].

\[ J_{\text{CD}}(\omega) = \frac{1}{\omega} \frac{\sin(\beta \arctan(\omega \tau))}{(1 + (\omega \tau)^2)^{\beta/2}} \quad (3.6) \]

where $\beta$ characterizes the distribution of correlation times. The smaller the value of $\beta$, the wider the distribution. For $\beta = 1$, $J_{\text{CD}}(\omega)$ reduces to $J_{\text{BPP}}(\omega)$. An EPR study of the temperature dependence of line widths for 1a in toluene at L-band to X-band used a
Cole–Davidson spectral density function with $\beta = 0.83$ [31]. In a study of nitroxide $T_1$ over a wide range of tumbling correlation times it was found that the Cole–Davidson spectral density function (Eq.(3.6)) provided a better fit with experimental data than did the BPP model. The values of $\beta$ ranged from 0.37 in o-terphenyl to 0.67 in 1:1 water:glycerol [21]. Calculation of $T_1$ including spin rotation (Eq. (3.3)) and modulation of hyperfine anisotropy using Eqs. (3.4) and (3.6) with $\beta = 0.90$ gave improved fit to the experimental data for 1, 2, and 3 (Table 3.2).

Table 3.2 Average $T_1^a$ at 0.03 mM for nitroxides in H$_2$O compared with calculations$^b$.

<table>
<thead>
<tr>
<th>Nitroxide</th>
<th>Exp.$^a$</th>
<th>Calc. with Eq. (3.2)</th>
<th>Calc. with Eq. (3.2)-(3.4)</th>
<th>Calc. with Eqs. (3.2), (3.3),(3.5)$^c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1a</td>
<td>0.75</td>
<td>1.3</td>
<td>0.72</td>
<td>0.75</td>
</tr>
<tr>
<td>2a</td>
<td>0.84</td>
<td>1.9</td>
<td>0.80</td>
<td>0.83</td>
</tr>
<tr>
<td>3a</td>
<td>0.87</td>
<td>2.7</td>
<td>0.91</td>
<td>0.94</td>
</tr>
<tr>
<td>1b</td>
<td>0.91</td>
<td>1.3</td>
<td>0.81</td>
<td>0.84</td>
</tr>
<tr>
<td>2b</td>
<td>1.0</td>
<td>1.9</td>
<td>0.94</td>
<td>0.97</td>
</tr>
<tr>
<td>3b</td>
<td>1.05</td>
<td>2.7</td>
<td>1.1</td>
<td>1.1</td>
</tr>
</tbody>
</table>

$^a$Experimental $T_1$, average of values obtained for low-field, center-field and high-field lines

$^b$Calculations use $\tau = 9, 13$ and 19 ps for 1, 2, and 3, respectively

$^c$$\beta=0.90$

3.7.4 Dependence of $T_1$ on nitrogen $m_I$

A dependence of $T_1$ on nitrogen $m_I$ was observed (Table 3.3) with $T_1$ decreasing in the order low field > center field > high field. Although the differences are small, they were reproducible and many replicate measurements gave values of the ratios that are significantly different from 1. In an early variable temperature study of nitroxides in sec-butyl-benzene a dependence of $T_1$ on $m_I$ was observed, with magnitude comparable to experimental uncertainties [24]. A dependence of $T_1$ on $m_I$ was not observed in more recent studies of nitroxides in viscous solutions [21] [23], but differences of the order of
10% are comparable to estimated uncertainties. A combination of ELDOR and saturation
data for 1a in toluene between 188 and 233 K (τ = 11.8 x 10^{-11} to1.5x10^{-11} s) found ratios
of T_1 for the low-field and high-field lines between about 1.1 and 1.25 (read from graph)
[32], which indicates that the m_l dependence of T_1 (Table 3.3) persists at slower tumbling
correlation times.

Table 3.3 Ratios of T_1 for nitrogen hyperfine lines.a

<table>
<thead>
<tr>
<th>Nitroxide</th>
<th>T_1^{LF}/T_1^{CF}</th>
<th>T_1^{CF}/T_1^{HF}</th>
<th>T_1^{LF}/T_1^{HF}</th>
<th>Replicates</th>
</tr>
</thead>
<tbody>
<tr>
<td>1a</td>
<td>1.11 ± 0.02</td>
<td>1.10 ± 0.04</td>
<td>1.22 ± 0.04</td>
<td>33</td>
</tr>
<tr>
<td>2a</td>
<td>1.12 ± 0.03</td>
<td>1.08 ± 0.07</td>
<td>1.22 ± 0.07</td>
<td>10</td>
</tr>
<tr>
<td>3a</td>
<td>1.16 ± 0.02</td>
<td>1.09 ± 0.04</td>
<td>1.26 ± 0.06</td>
<td>12</td>
</tr>
<tr>
<td>1b</td>
<td>1.18 ± 0.03</td>
<td></td>
<td></td>
<td>12</td>
</tr>
<tr>
<td>2b</td>
<td>1.19 ± 0.05</td>
<td></td>
<td></td>
<td>11</td>
</tr>
<tr>
<td>3b</td>
<td>1.23 ± 0.02</td>
<td></td>
<td></td>
<td>10</td>
</tr>
</tbody>
</table>

a LF,CF and HF designate the low-field, center-field and high-field lines. For ^14N m_l = +1,0 and -1 for the low-field, center-field and high-field lines. For ^15N m_l = 0.5 and -0.5 for the low-field and high-field lines.

Early models for nitroxide spin lattice relaxation [16] [25] [33] [34] included
terms with m_l dependence as shown in the following equation.

\[
\frac{1}{T_1^{m}} = \left[ c_1 \Delta A \Delta g \frac{\mu B}{h} m_l + c_2 (\Delta A)^2 m_l^2 \right] J(\omega) \quad (3.7)
\]

where c_1=-0.4 or -0.65, c_2=0.033 or 0.05, \Delta A = A_{zz} - 0.5(A_{xx} + A_{yy}) with A in angular
frequency units, and \Delta g = g_{zz} - 0.5(g_{xx} + g_{yy}).

Since Eq. (3.4) for the END mechanism expresses the anisotropy differently than in
Eq. (3.7) a new empirical expression for the m_l dependence is proposed in the following
equation.
\[ \frac{1}{T_1^m} = \left[ c'_1 \sum_i |(A_i - \bar{A})(g_i - \bar{g})| \right] \frac{\mu B}{h} m_i \]  \tag{3.8} 

The value of \( c'_1 \) that gives the best fit to the combined experimental data for \(^{14}\)N and \(^{15}\)N nitrooxides (Table 3.4) is \(-0.32 \pm 0.03\). The good agreement between the values of \( c'_1 \) required to model the \( m_i \) dependence of \( T_1 \) for the \(^{14}\)N and \(^{15}\)N nitrooxides confirms the linear dependence of the \( m_i \) term on nitrogen hyperfine anisotropy. For typical nitroxide \( g \) and \( A \) values, \( \Delta A \Delta g \) is 1.5 times \( \sum (g_i - \bar{g})(A_i - \bar{A}) \) so \( c'_1 = -0.32 \) makes the contribution from the \( m_i \) dependent term in Eq. (3.8) smaller by a factor of 2–3 than that proposed in Eq. (3.7). Consistent with the predictions of Eq. (3.7), the experimental dependence of \( T_1 \) on \( m_i^2 \) is about an order of magnitude smaller than on \( m_i \), which is too small an effect, relative to experimental uncertainty, to accurately define.

<table>
<thead>
<tr>
<th>Nitrooxide</th>
<th>(1/T_1^{LF}-T_1^{HF} ) experimental(^c)</th>
<th>(1/T_1^{LF}-1/T_1^{HF} ) Calc, Eq. (7)(^d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1a</td>
<td>-0.32 ± 0.06</td>
<td>-0.26</td>
</tr>
<tr>
<td>2a</td>
<td>-0.26 ± 0.08</td>
<td>-0.30</td>
</tr>
<tr>
<td>3a</td>
<td>-0.29 ± 0.06</td>
<td>-0.30</td>
</tr>
<tr>
<td>1b</td>
<td>-0.21 ± 0.03</td>
<td>-0.18</td>
</tr>
<tr>
<td>2b</td>
<td>-0.19 ± 0.04</td>
<td>-0.21</td>
</tr>
<tr>
<td>3b</td>
<td>-0.21 ± 0.01</td>
<td>-0.22</td>
</tr>
</tbody>
</table>

\(^a\)Notation and number of replicates are the same as in Table 3  
\(^b\)Units are 10\(^6\) s\(^{-1}\)  
\(^c\)Proportional to \( \Delta m = 2 \) for \(^{14}\)N, \( \Delta m = 1 \) for \(^{15}\)N  
\(^d\)\( c'_1 = -0.32 \)

3.7.5 Concentration Dependence of \( T_1 \)

The concentration dependence of \( T_1 \) is smaller than for \( T_2 \) (Table 3.5), which is discussed in the following paragraph. It has been shown previously that in the concentration range 0.57–53 mM \( T_2 \) for Fremy’s salt was more dependent on
concentration than was $T_1$ (factor of 20 vs. factor of 3.4), and the concentration effect on $T_1$ was attributed to Heisenberg exchange [35]. A spin lattice Heisenberg exchange relaxation process, which shortens $T_1$, can occur when two colliding radicals have different $m_s$. Since the populations of the two $m_s$ states are approximately equal, only half of the collisions involve radicals with different $m_s$. The probability of Heisenberg exchange is smaller than the probability of colliding with a radical with different hyperfine interaction, which shortens $T_2$.

Table 3.5 Concentration dependence of spin packet line widths and widths in H$_2$O at infinite dilution.

<table>
<thead>
<tr>
<th>Nitroxide</th>
<th>Intercept of $\Delta B_{sp}^{a,b}$</th>
<th>Slope (mG/mM)$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1a</td>
<td>0.09</td>
<td>100</td>
</tr>
<tr>
<td>2a</td>
<td>0.09</td>
<td>160</td>
</tr>
<tr>
<td>3a</td>
<td>0.09</td>
<td>80</td>
</tr>
<tr>
<td>1b</td>
<td>0.07</td>
<td>120</td>
</tr>
<tr>
<td>2b</td>
<td>0.07</td>
<td>170</td>
</tr>
<tr>
<td>3b</td>
<td>0.07</td>
<td>80</td>
</tr>
</tbody>
</table>

3.7.6 Spin-spin Relaxation

The $T_2$ of 0.53 μs for 2a (Table 3.1) is similar to values reported previously for aqueous solutions extrapolated to infinite dilution: 0.595 μs by electron spin echo at X-band and 0.47 μs by lineshape analysis at 250 MHz [36]. Near the rapid tumbling limit there are two contributions to $T_2$ – incomplete motional averaging of $g$ and hyperfine anisotropy and spin–lattice relaxation, $T_1$. The similarity in $T_1$ and $T_2$ values in Table 3.1 indicates that $T_1$ makes a major contribution to $T_2$ and explains why $T_2$ is systematically longer for the $^{15}$N- than for the $^{14}$N-nitroxides. The concentration dependence of $T_2$ was examined at four points between 0.02 and 0.30 mM, and the results are summarized in Table 3.5. The spin packet line widths extrapolated to infinite dilution are smaller
(indicating longer \( T_2 \)) for the \(^{15}\text{N}\)-nitroxides than for the \(^{14}\text{N}\)-nitroxides. There is substantial variation in the concentration dependence of \( \Delta B_{\text{sp}} \) (Table 3.5). The concentration dependence for \( 2a \), \( 160 \pm 10 \text{ mG/mM} \), agrees within experimental uncertainty with previous reports of \( 167 \pm 3 \text{ mG} \) [37] or \( 144 \text{ mG/mM} \) [17]. The \( 170 \pm 10 \text{ mG/mM} \) concentration dependence for \( 2b \) is similar to the previous report of \( 120 \text{ mG/mM} \) [17]. The largest concentration dependence is observed for \( 2 \). The large doublet hydrogen/deuterium hyperfine splitting (Table 3.6) for \( 2 \) results in a higher probability of collision with a radical in a different nuclear spin state. The concentration dependence is smallest for \( 3 \), which is a carboxylic acid and is predominantly in its anionic form in neutral aqueous solution. The negative charge on \( 3 \) decreases the probability of collisions. The concentration dependence is slightly greater for \(^{15}\text{N}\) than for \(^{14}\text{N}\). The smaller number of nitrogen nuclear spin states increases the effective concentration in each line, but also decreases the probability of colliding with a radical in a different spin state.

3.7.7 CW Lineshapes

As shown in Table 3.1 \( \Delta B_{\text{pp}} \) is significantly larger than \( \Delta B_{\text{sp}} \), and within the set of nitroxides there are much larger variations in \( \Delta B_{\text{pp}} \) than for \( \Delta B_{\text{sp}} \). Since decreasing \( \Delta B_{\text{pp}} \) increases S/N, optimization of probes for in vivo imaging requires characterization of structural features that give rise to differences in hyperfine splittings. In addition, for EPR oxymetry the parameter of interest is the change in \( \Delta B_{\text{sp}} \) due to collision with molecular \( \text{O}_2 \). Thus it is important to confirm that simulations that include all hydrogen/deuterium hyperfine couplings give spin packet line widths that agree with values obtained directly by electron spin echo (Table 3.1). CW spectra of the \( m_l = 0 \) lines for \( 1a, 2a, 3a \) and the
The spectra of 3 shown in Fig. 3.2 E and F were obtained in toluene, because the lower viscosity resulted in better resolution of the hydrogen hyperfine splitting (Fig. 3.2 E) than was obtained in water. For each of the simulations the ΔB_{sp} used in the simulation is in good agreement with the value obtained by electron spin echo. The hyperfine couplings used in the simulations are shown in Table 3.6. For 1 and 2 simulation of the CW spectra for natural isotope abundance samples (spectra not shown) using values of the ^2H hyperfine couplings appropriately scaled to ^1H also were in good agreement with experiment.
Figure 3.2 CW lineshapes of nitroxide radicals in the absence of oxygen Center-field lines of (A) 1a in water, (B) 2a in water, (C) 3a in water, (D) low-field line of 3b in water (E) center-field line of 3a in toluene, and (F) low-field line of 3b in toluene. For each of the plots the x axis spans 4 G and the y axis scale is arbitrary. Simulations (red lines) using the hydrogen/deuterium hyperfine couplings listed in Table 3.6 and the spin packet widths listed in Table 3.1 overlay the experimental spectra. Adapted from [6].

A striking feature of the simulations, and a key factor in the small $\Delta B_{pp}$ for 1, is the small coupling to the ring methyls. Substituents such as $-\text{NH}_2$ or $-\text{OH}$ (or derivatives of these) in the 4-position of a piperidine-1-oxyl, cause a conformation in which the bulky substituent is equatorial, and there is a large difference between the hyperfine
couplings to two inequivalent sets of six hydrogens: equatorial ($a_H = 0.4–0.5$ G) and axial ($a_H \approx 0$ G) methyl groups [15] [38], with resulting $\Delta B_{pp} > 1$ G [8]. If conformational dynamics are fast enough, the couplings to the axial and equatorial methyls are averaged and the twelve methyl hydrogens are equivalent on the EPR timescale. This is the case in the hydrogen-containing analog of 1 (average $a_H = 0.11$ G) [40] and in 2,2,6,6-tetramethyl-1-piperidinyloxyl (average $a_H = 0.22$ G). A double bond or two hydrogens at the 4-position appears to be required for the conformational averaging to be fast enough on the EPR timescale to give small averaged couplings to the methyls [8].

Table 3.6 Nitrogen and hydrogen/deuterium coupling constants (G) in H$_2$O. $^{a,b}$

<table>
<thead>
<tr>
<th></th>
<th>1a</th>
<th>2a</th>
<th>3a</th>
<th>3b</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>16.1</td>
<td>16.1</td>
<td>16.4</td>
<td>22.9</td>
</tr>
<tr>
<td>Methyl</td>
<td>0.018 (12D)</td>
<td>0.027 (12D)</td>
<td>0.32 (3H)</td>
<td>0.049 (3D)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.28 (3H)</td>
<td>0.043 (3D)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.05 (3H)</td>
<td>0.0008 (3D)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.04 (3H)</td>
<td>0.006 (3D)</td>
</tr>
<tr>
<td>Ring Hydrogen</td>
<td>0.0031 (4D)</td>
<td>0.51 (1H)</td>
<td>0.54 (1H)</td>
<td>0.54 (1H)/0.083</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(1D) 1:3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.14 (1H)</td>
<td>0.021 (1D)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.12 (1H)</td>
<td>0.018 (1D)</td>
</tr>
</tbody>
</table>

$^a$ Coupling constants for 1b and for 2b are the same as for the corresponding $^{14}$N analogs except for scaling of the nitrogen hyperfine coupling.

$^b$ Hyperfine coupling constants are in good agreement with literature values for 1a [13], 2a [13] [14], nitroxides similar to 3 [15].

In 3-carbamoyl-2,2,5,5-tetramethyl-3-pyrrolin-1-yloxyl, CTPO, 5, there are four inequivalent sets of three hydrogens, with almost equal couplings of about 0.2 G [5]. For 5 with normal isotope abundance there is resolved hyperfine coupling to the methyl hydrogens and to the ring hydrogen [5]. The resolution of the hydrogen hyperfine splittings is sensitive to the O$_2$ concentration in solution. Complete deuteration of 5 results in hyperfine couplings that are too small to be resolved. The envelope of the
unresolved deuterium couplings is a line that is broader than the resolved hydrogen hyperfine lines of 5, and is less responsive to O₂ collisions. Deuteration of only the methyl groups of 5 produces 2 in which there is resolved splitting by the single ring hydrogen.

Simulations were performed initially of the spectra of 3a in toluene, where there is partial resolution of the larger splittings (Fig. 3.2 E), and then in water where the hyperfine splittings are not resolved (Fig. 3.2 C). The overall lineshape is consistent with previously reported hyperfine splittings for this class of nitroxides [14], but uncertainties are greater than for 1 or 2. For 3 the asymmetric substitution of the ring and slow ring dynamics results in four inequivalent methyl groups with different hyperfine couplings, and a broad unresolved spectrum. When the hydrogen couplings were scaled to the values expected for deuterium the calculated lineshape was narrower than observed for 3b. Simulations (Fig. 3.2 D) indicate the presence of about 25% H (instead of D) for the unique ring H/D with large hyperfine coupling. Mass spectrometry with a JEOL accuTOF-CS was interpreted by colleagues at the University of Maryland as indicating complete deuteration in 3b [8]. However the EPR lineshapes are uniquely sensitive to incomplete deuteration at the site of the large hyperfine splitting. The author of the dissertation did not have access to the raw data from the University of Maryland for closer inspection.
3.7.8 Comparison with literature values for nitroxides

A summary of relaxation times for Fremy’s salt reported $T_1 = \text{ca. } 0.35 \mu\text{s}$ and $T_2 = \text{ca. } 0.25 \mu\text{s}$ in air-saturated aqueous solutions at room temperature [38] and $T_2 = 0.41 \mu\text{s}$ in degassed water [41]. Values of $T_1$ at X-band for low-molecular weight nitroxides in low viscosity solvents near 20 °C [10] include 1a in sec-butyl-benzene, 0.47 μs [24]; tempol in sec-butyl-benzene, 0.41 μs [24]; 1a in toluene-d$_8$, 0.45 μs [26]; 1a in water, 0.30 μs [42] and perdeuterated $^{15}$N-tempol in water, 1 μs (read from Fig. 3 in [23]). The Freed group has performed extensive studies of the impact of molecular motion on lineshapes and $T_2$ [43] [44]. These values are in the range of about 0.5–1 μs, consistent with the results reported here.

The spectrum of Fremy’s salt does not have unresolved hyperfine coupling. The line width extrapolated to low concentration was 0.097 G [45], which is similar to the 0.09 G values reported for nitroxides in Table 3.5. The Fremy’s salt line width increases with concentration with a slope of 46 mG/mM between ~1 and 40 mM in aqueous 0.05 M K$_2$CO$_3$ (read from Fig. 3 of Ref. [45]). The smaller concentration dependence of relaxation-determined line widths for Fremy’s salt relative to neutral nitroxides such as 1 and 2 in water (Table 3.5) may be due to the negative charges on the anion, analogous to observations on collision broadening of nitroxides by paramagnetic transition metal complexes [46] [47].
The concentration dependence of $T_2$ and line width is expected to depend on charge surrounding the radical, spin distribution, overall size, solvent viscosity and pH. The trityl radicals used for in vivo imaging are larger than nitroxides and negatively charged [48], which makes relaxation less dependent on concentration than for neutral nitroxides such as 1 and 2.

3.7.9 Predictions related to frequency dependence

In vivo EPR imaging experiments are performed at frequencies between about 250 MHz and 1.0 GHz [49]. The contributions to line widths from unresolved proton hyperfine are independent of frequency. At X-band and lower frequencies the anisotropy in nitrogen nuclear hyperfine dominates the terms that are averaged by tumbling and this contribution is independent of frequency, so the contributions to $T_2$ from incomplete motional averaging at 250 MHz to 1 GHz are predicted to be about the same as at X-band.

At 250 MHz the values of $T_2$ for the low-field and center-field lines of 1a obtained by rapid scan are 0.41 and 0.53 μs for 0.50 and 0.10 mM solutions, respectively [50]. These are similar to $T_2$ at X-band for the center-field line of 1a of 0.59 and 0.68 μs for 0.25 mM and 0.030 mM solutions, respectively. In this rapid tumbling regime $T_1 \approx T_2$ so the experimental values of $T_2$ provide a lower limit on $T_1$ and requires that for 1a $T_1$ at 250 MHz is $\geq 0.53$ μs in 0.10 mM aqueous solution.

Calculations of $T_1$ at 250 MHz including contributions from spin rotation Eq. (3.3) and modulation of nitrogen nuclear hyperfine interaction described by Eq. (3.4) + (3.5), (3.4)
+ (3.6), or (3.4) + (3.6) + (3.8) predict $T_1$ for 1a at 250 MHz of 0.66–0.78 μs in dilute aqueous solution. For 2a and 3a the longer tumbling correlation times predict somewhat shorter values of $T_1$ at 250 MHz and 1.0 GHz than at X-band but all of the models predict values of $T_1 \leq 0.5 \, \mu s$ at 250 MHz. For nitroxide parameters the dependence of $T_1$ on $m_I$ (Eq. (3.8)) at 250 MHz is predicted to be smaller than that observed at X-band. The frequency dependence of nitroxides 1, 2 and 3 are explored as part of a larger group of nitroxides in chapters 4 and 5.

### 3.8 Summary

The spin packet line widths in water (Table 3.1) are similar for the three $^{15}$N-substituted radicals and somewhat narrower than for the $^{14}$N-substituted analogs, due primarily to longer $T_1$ for $^{15}$N than for $^{14}$N. The negative charge on 3, or a narrow line, such as for 1, decreased the observed concentration dependence. The largest contribution to overall line width differences was from hydrogen (or deuterium) hyperfine splittings. As a result of the differences in hyperfine splittings, the CW peak-to-peak signal amplitude for 1a is about nine times greater than that for 5 and four times greater than for 2a.

Replacement of $^{14}$N by $^{15}$N improves signal amplitude by an additional factor of 1.5 due to the smaller number of hyperfine lines. The spectra and relaxation times show that in aqueous solution at ambient temperature the six nitroxides studied are near the rapid tumbling limit and have $T_1 \sim T_2$. The dominant contributions to spin lattice
relaxation are modulation of nitrogen hyperfine anisotropy and spin rotation. $T_1$ is less concentration dependent than $T_2$. 
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CHAPTER 4
FREQUENCY DEPENDENCE OF ELECTRON SPIN RELAXATION TIMES IN
AQUEOUS SOLUTION FOR A NITRONYL NITROXIDE RADICAL AND
PERDEUTERATED TEMPONE BETWEEN 250 MHZ AND 34 GHZ

4.1 Introduction

The widespread application of electron paramagnetic resonance (EPR) of nitroxides, including spin labeling of proteins [1, 2], has led to extensive studies of nitroxide electron spin relaxation times over a wide range of motional regimes [3-6]. The focus of this chapter is on the rapid tumbling regime with rotational correlation times, $\tau_R$, of tens of picoseconds, as expected for small spin probes in vivo. Hyde and co-workers reported spin lattice relaxation times ($T_1$) for 0.5 mM aqueous solutions of tempone (4-oxo-2,2,6,6-tetramethyl-4-piperidinyl-oxyl) and CTPO (3-carbamoyl-2,2,5,5-tetramethyl-3-pyrrolinyl-1-oxyl) that decreased monotonically from 0.92 and 1.58 μs, respectively, at 34.6 GHz to 0.33 and 0.25 μs, respectively, at 2.54 GHz [7, 8]. Extrapolation of this trend to 250 MHz would predict $T_1 \approx 0.1$ μs, which would make pulsed EPR in vivo studies very difficult from 250 MHz to 1 GHz where they are commonly performed [9, 10]. To design molecules for pulsed EPR of nitroxides in vivo it is important to extend the measurements of relaxation times in Chapter 3 to lower frequencies and to model the relaxation processes to predict relaxation rates as structural and experimental conditions are varied.
There is interest in finding spin probes with longer T<sub>1</sub> to facilitate in vivo studies. For nitronyl nitroxides the nitrogen hyperfine couplings are smaller than in piperidin-yloxyls or pyrrolidinyloxyls due to the delocalization of the unpaired spin density over two nitrogens [11]. It was therefore of interest to determine the extent to which the smaller nitrogen hyperfine couplings would result in longer spin lattice relaxation times. Nitronyl nitroxides are used in identifying nitric oxide [12], dynamic nuclear polarization [13-15] and spintronics [16, 17]. After the completion of this work, we received a pre-publication copy of [18], which reports the temperature dependence of relaxation for another nitronyl nitroxide in toluene at X-band, which complements the work reported in this chapter, published in 2013 as ref. [27].

The goals of this work are to determine (i) to what extent the small nitrogen nuclear hyperfine splitting of a nitronyl nitroxide results in slower electron spin relaxation than for piperidinyl nitroxides, (ii) whether the trend to shorter T<sub>1</sub> at lower resonance frequency reported in Ref. [7] continues as frequency is decreased, (iii) whether the spin–rotation and modulation of A-anisotropy relaxation mechanisms, Eqns. (3.3)–(3.5), that were sufficient to model the relaxation of perdeuterated tempone (PDT, 1a, at X-band in Chapter 3) solution are also sufficient to explain relaxation at lower frequencies, and (iv) whether a thermally activated process (Eq. (4.2)) makes a significant contribution in the fast tumbling regime.

The mechanisms for spin rotation (Eq. 3.3) and the modulation of A-anisotropy Eq. (3.4) and (3.5) were introduced in Chapter 3. Modulation of g anisotropy contributes to 1/T<sub>1</sub> as described by Eq. (4.1). For nitrooxide radicals this contribution is negligible at
9 GHz [26], but is significant at 34 GHz and higher frequencies and so is included in this chapter.

\[
\frac{1}{T_1^g} = \frac{2}{(5\hbar)^2} (\mu_B B)^2 \left\{ \frac{(\Delta g)^2}{3} + (\delta g)^2 \right\} J(\omega) \quad (4.1)
\]

where \( B \) is the external magnetic field, \( \mu_B \) is the Bohr magneton, \( \Delta g = g_{zz} - \frac{1}{2} (g_{xx} + g_{yy}) \), and \( \delta g = \frac{1}{2} (g_{xx} - g_{yy}) \). The same spectral density function (Eq. 3.5) is used for the modulation of \( g \) and \( \alpha \) anisotropy.

The spin lattice relaxation rates in aqueous solution for three perdeuterated nitroxides, including 1a (Chapter 3) are consistent with predictions based on Eqs. (3.3)–(3.5). In studies of tempol (4-hydroxy-2,2,6,6-tetramethylpiperidin-1-oxyl) in water:glycerol mixtures at 1.9, 3.1, and 9.2 GHz it was observed that for \( \tau_R > \sim 1 \) ns, \( 1/T_1 \) was faster than predicted by contributions from mechanisms described by Eqs. (3.3), (3.4), and (3.5). Relaxation in the slower tumbling regime was dominated by a frequency-dependent process that was attributed to the same thermally-activated process that had been observed for tempol doped into a solid host [20]. This process is described by Eq. (4.2)

\[
\frac{1}{T_1^{\text{therm}}} = C_{\text{therm}} \left( \frac{\omega}{\omega_{\text{ref}}} \right) \tau_{\text{therm}} \omega_{\text{therm}} \quad (4.2)
\]

where \( \tau_{\text{therm}} = \tau_{\text{C}}^0 \exp(E_a/RT) \), \( E_a \) is the activation energy, \( \tau_{\text{C}}^0 \) is the pre-exponential factor, \( C_{\text{therm}} \) is the coefficient for the contribution of the thermally activated process, and \( \omega_{\text{ref}} = 9.5 \) GHz. The values of \( E_a \) (1100 K) and \( \tau_{\text{C}}^0 \) (2.5 x 10^{-12} s) were assumed to be the
same in the water:glycerol solutions as in the doped solid. The assumption that $E_a$ is independent of $\tau_R$, seems reasonable for an intramolecular process. These values of $E_a$ and $\tau_C^0$ give $\tau_{\text{therm}} = 1.0 \times 10^{-10} \text{s}$ at 295 K, which predicts a maximum effect of this process at $\omega = 1/\tau_{\text{therm}}$, or an operating frequency of 1.6 GHz.

Most prior studies of EPR relaxation processes in fluid solution have varied rotational correlation times by changing temperature [18][21-25] and/or by changing solvent [5] [22]. Relaxation rates as a function of frequency are particularly useful for characterizing relaxation processes that depend on $\omega$ [5-8] including modulation of $g$ (Eq. 4.1) and $A$ (Eq.3.4-3.5) anisotropy and thermally-activated processes (Eq.4.2). The frequency dependence of $T_1$ and $T_2$ at five frequencies that span more than three orders of magnitude, 250 MHz to 34 GHz, is reported in aqueous solution for two nitroxides that are of interest for in vivo EPR studies, PDT 1 and nitronyl nitroxide, 2 (Fig. 4.1). PDT was selected for comparison with the nitronyl because its narrow lines give improved signal-to-noise for in vivo studies and because its relaxation rates have been successfully modeled at X-band (Chapter 3, referred to there as 1a).

Motion is a major factor in electron spin relaxation in fluid solution. As discussed below, the values of $\tau_R$ are 9 and 25 ps for 1 and 2, respectively. For both radicals, $\omega \tau_R < 1$ at low frequencies and $\omega \tau_R > 1$ at 34 GHz. Thus the range of frequencies studied includes two limiting regimes for the spectral density function, Eq. (3.5), which provides a rigorous test of the model for the contribution of modulation of $g$ and $A$ to spin relaxation and a check on the values of $\tau_R$. 
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4.2 Methods

4.2.1 Sample Preparation

PDT (1) was prepared as described previously [26] and provided by Dr. Gerald Rosen (University of Maryland). Solutions were 0.5 mM in water. This concentration was selected to give adequate signal-to-noise for a range of frequencies and resonators. Although Heisenberg exchange makes a detectable contribution to $T_2$, and to a lesser extent to $T_1$, at this concentration [26], these contributions are independent of frequency and will not alter conclusions concerning frequency-dependent contributions to relaxation. The nitronyl radical (2) was prepared as described in [27] and provided by Dr. Gerald Rosen (University of Maryland). The ester of 2-((4-acetoxyethoxycarbonylphenyl)-4,4,5,5-tetramethylimidazoline 3-oxide 1-oxyl was hydrolyzed to anion 2 (Fig. 4.1) by dissolving the acetoxy ester in 2 mM NaOH.
Sonication was used to speed dissolution. Samples for EPR spectroscopy were 0.5 mM in 2 mM NaOH.

4.2.2 Oxygen Removal

The procedure for solution deoxygenation depended on sample geometry. The effectiveness of oxygen removal was monitored by measuring $T_2$. Deoxygenation was continued, or repeated, until a maximum value of $T_2$ was observed.

Method 1 – nitrogen purge of resonator or tube:

The Q-band samples were contained in 0.3 mm i.d. thin-wall Teflon tubing supported in a 1.6 mm o.d. quartz tube open at both ends. The resonator and cryostat were purged with nitrogen for a minimum of 1 h. At X-band the sample was in 0.97 mm i.d. Teflon tubing that was doubled over to give 2 lengths of tubing supported in a 4 mm quartz tube. At S-band the 0.97 mm i.d. tubing could be folded three times for six lengths of sample in a 6 mm quartz tube. Nitrogen was purged through the 4 (or 6) mm tube via an additional thin-wall Teflon tube.

Method 2 – Freeze–Pump–Thaw (FPT):

L-band samples were contained in heavy or medium wall 4 mm quartz tubes. A length of empty 0.97 mm i.d. Teflon tubing was placed in the sample to relieve the strain caused by water expansion during freezing and thawing. Seven FPT cycles were applied and the vacuum gauge reading on the last cycle was 5–10 mTorr, before the sample was flame sealed.
Method 3 – nitrogen bubbling:

For 250 MHz, nitrogen was bubbled through samples in 25 mm tubes to displace oxygen. The head space above the sample was purged with N₂ for 20 min, followed by 15 min N₂ bubbling in the sample, and an additional 20 min purge of the head space before flame sealing. The bubbling was slow enough that evaporation was not detectable.

4.2.3 Spectroscopy

Measurement of spin–spin relaxation times (T₂) by two pulse spin echo and of spin lattice relaxation times (T₁) by inversion recovery were performed at ca. 22 °C at 34.5 GHz (Q-band) on a Bruker E580, and at 9.5 GHz (X-band) [28], 3.0 GHz (S-band), 1.5 GHz (L-band) [29], and 250 MHz (VHF) [30] on locally designed and built spectrometers. Inversion recovery and spin echo decay measurements of 1 and 2 at Q-band were performed by Virginia Meyer. The resonators were Q-band, Bruker ER5107 dielectric pulse resonator; X-band, Bruker ER4119-X5MS; S-band, copper cross-loop resonator [29] [31]; L-band, loop-gap resonator [32]; 250 MHz, copper cross-loop resonator [33]. The 250 MHz resonator uses Q-spoiling to decrease the dead-time and facilitate measurement of short relaxation times. Saturation recovery measurements at X-band were performed on a locally designed and built spectrometer [34] by Hanan Elajaili with pump times that were long relative to T₁ (T₁e) or T₁N. Values of T₁ and T₂ were measured in triplicate for each hyperfine line of 1 and for M₁ = -1, 0, and 1 of 2. Due to the lower intensities of the M₁ = ±2 lines of 2, these were not studied.
CW spectra with fully resolved proton hyperfine splitting were collected on a Bruker EMX spectrometer with an ER4122SHQE-W1/0913 resonator. The sample was drawn up into a Teflon tube, and oxygen was removed via method 1 described above.

4.2.4 Data fitting to obtain relaxation times

The spin echo decay curves and saturation recovery curves fit well with a single exponential, using a least squares criterion. At X-band and lower frequencies, the inversion recovery curves fit well with a single exponential, as expected in the regime where $\omega t_R \lesssim ~1$ [22]. For these radicals at 34 GHz, $T_{1N} < T_1$ and two components were observed, as expected [35] [36], for the inversion recovery curves; the longer relaxation time is assigned as $T_1$. The uniform penalty (UPEN) fitting procedure [37] [38] was used to confirm the presence of two contributions to the exponential decays at 34 GHz. Values of $T_1$ measured by saturation recovery at 9.5 GHz were in good agreement with the values obtained by inversion recovery, which confirmed the validity of the inversion recovery measurements.

4.3 Results

The values of $T_1$ and $T_2$ for the nitrogen $m_1 = -1, 0, \text{ and } +1$ lines for 1 and $M_1 = -1, 0, \text{ and } +1$ for 2 in deoxygenated aqueous solution at 22 °C at the five frequencies studied are summarized in Tables 4.1 and 4.2. The data show that the trend to shorter relaxation times between 34 and 3 GHz does not continue as frequency is decreased further. At frequencies up to 9 GHz for 1 and up to 3 GHz for 2 $1/T_1 \sim 1/T_2$ as expected in the rapid tumbling regime where motional averaging of $g$ and $A$ anisotropy is
essentially complete, and $T_1$ is the dominant contribution to $T_2$. At 34 GHz the higher resonant field enhances the contribution to $T_2$ from incomplete motional averaging of $g$ anisotropy, and $1/T_2$ is larger than at lower fields/frequencies. The increase in $1/T_2$ at 34 GHz is greater for 2 than for 1, because of the slower tumbling of 2, which is discussed in the following section. Since $T_1$ dominates $T_2$ in water over most of the frequency range studied, the focus of this paper is on the frequency dependence of $T_1$.

For 1, the systematically longer values of $T_1$ and $T_2$ for $m_I = +1$ and 0 than for $m_I = -1$ are similar to observations at X-band for 1 and other nitroxides in aqueous solution [26]. For 2, the longest values of $T_1$, and $T_2$ at all frequencies except 34 GHz, are for $M_I = 0$. Since current models for nitroxide $T_1$ do not include a dependence on nitrogen nuclear spin, the data for $m_I(M_I) = 0$ are shown in Fig. 4.2 and analyzed in the following sections.

![Figure 4.2 Frequency dependence of relaxation times](image)

**Figure 4.2 Frequency dependence of relaxation times** $1/T_1$ (squares) and $1/T_2$ (diamonds) for 0.5 mM 1, $m_I = 0$ (left) and 0.5 mM 2 $M_I=0$ (right) in aqueous solution at 22°C from 250 MHz to 34 GHz. Error bars show the standard deviation of replicate measurements. Adapted from [27].
Table 4.1 Frequency dependence of $T_1$ (μs) in deoxygenated H$_2$O at 22°C$^{a}$

<table>
<thead>
<tr>
<th>Frequency (GHz)</th>
<th>PDT (1)</th>
<th>Nitronyl (2)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>+1 0 -1</td>
<td>+1 0 -1</td>
</tr>
<tr>
<td>0.25</td>
<td>0.58 0.60 0.56</td>
<td>0.60 0.90 0.60</td>
</tr>
<tr>
<td>1.5</td>
<td>0.48 0.48 0.46</td>
<td>0.54 0.76 0.50</td>
</tr>
<tr>
<td>3.0</td>
<td>0.51 0.50 0.46</td>
<td>0.64 0.87 0.60</td>
</tr>
<tr>
<td>9.5</td>
<td>0.61 0.58 0.52</td>
<td>1.0 1.2 0.84</td>
</tr>
<tr>
<td>34.5</td>
<td>1.0 1.1 1.0</td>
<td>2.1 2.1 2.1</td>
</tr>
</tbody>
</table>

$^{a}$ Standard deviations for replicate measurements were about 3%

Table 4.2 Frequency dependence of $T_2$ (μs) in deoxygenated H$_2$O at 22°C$^{a}$

<table>
<thead>
<tr>
<th>Frequency (GHz)</th>
<th>PDT (1)</th>
<th>Nitronyl (2)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>+1 0 -1</td>
<td>+1 0 -1</td>
</tr>
<tr>
<td>0.25</td>
<td>0.55 0.58 0.55</td>
<td>0.56 0.69 0.44</td>
</tr>
<tr>
<td>1.5</td>
<td>0.39 0.41 0.37</td>
<td>0.45 0.60 0.39</td>
</tr>
<tr>
<td>3.0</td>
<td>0.42 0.43 0.38</td>
<td>0.46 0.62 0.40</td>
</tr>
<tr>
<td>9.5</td>
<td>0.49 0.47 0.38</td>
<td>0.61 0.71 0.44</td>
</tr>
<tr>
<td>34.5</td>
<td>0.52 0.42 0.31</td>
<td>0.46 0.38 0.25</td>
</tr>
</tbody>
</table>

$^{a}$ Standard deviations for replicate measurements were about 3%

4.3.1 Analysis of the frequency dependence of $1/T_1$ for PDT 1

The literature values for $T_1$ of 0.5 mM tempone in water: 0.25 μs at 2.54 GHz, 0.32 μs at 3.45 GHz, 0.49 μs at 9.2 GHz, and 0.92 μs at 34.6 GHz [7] agree within better than 10% with the values in Table 4.1 at 9.1 and 34 GHz and are shorter by about 40% at lower frequencies. Since the literature values are for natural isotope abundance tempone and these studies were for the perdeuterated analog, this agreement is consistent with prior studies that reported relatively small H/D isotope effects on nitroxide $T_1$ in solution [5][39].

The literature g values for 1 and 2 are shown in Table 4.3. The tumbling correlation time for 1, determined from the $m_1$ dependence of $T_2$ [40, 41] in H$_2$O at X-band, is 9 ps [26]. The value of $1/T_1^{SR}$, calculated using Eq. (3.3) and the g values in
Table 4.3 is shown as a solid line in Fig. 4.3. The calculation agrees well with the experimental data at 34 GHz and indicates that spin rotation is the dominant contribution to $1/T_1$ at this frequency. The increase in relaxation rates for I with decreasing frequency is due to frequency dependent processes. In the limit where $(\omega \tau_R)^2 \ll 1$, the denominator of the equation for $J(\omega)$ (Eq. (3.5)) is approximately 1, and the spectral density becomes equal to $\tau$ with no frequency dependence. For $\tau_R = 9$ ps, $\omega \tau_R$ is 1.9 at 34 GHz and 0.5 at 9.5 GHz, but decreases to less than 1 at frequencies below 9.5 GHz. This explains why $1/T_1^A$ and $1/T_1^g$ (Eqs. (3.4) and (4.1)) increase as frequency is decreased from 34 to 9 GHz and then plateau at lower frequencies (Fig. 4.3). The combined contributions to $1/T_1$ for I from spin rotation and modulation of $g$ and A anisotropy explain the frequency dependence between 34 and 1.5 GHz, but cannot account for the slower relaxation (longer $T_1$) at 250 MHz than at 1.5 GHz (Fig. 4.3). In the calculations of spin rotation and modulation of $g$ and A anisotropy there were no adjustable parameters and the good agreement with the experimental data confirms both the model and the value of $\tau_R$. Variation of $\tau_R$ by more than about 10% resulted in significantly poorer agreement with the experimental data.
Figure 4.3 Modeling the frequency dependence of $1/T_1$ for 1 The frequency dependence of $1/T_1$ for 1 (□) was modeled (- - -) as the sum of contributions from spin rotation (——) (Eq. 3.3), modulation of g and A anisotropies (- • -) (Eqs. (3.4), (3.5), (4.1)), and a thermally-activated process (- * -) (Eq. 4.2). Error bars show the standard deviation of replicate measurements. Adapted from [27].

The fit line in Fig. 4.3 includes a small contribution from a thermally-activated process described by Eq. (4.2) and proposed by analogy with studies of tempol in water:glycerol mixtures[5]. The fit shown in Fig. 4.3 was obtained by adjusting only $C_{\text{therm}}$ to match the experimental data (Fig. 4.3). The resulting value of $C_{\text{therm}} = 7 \times 10^{16}$ s$^{-2}$ is within a factor of 3 of the value of $C_{\text{therm}} = 2.8 \times 10^{16}$ s$^{-2}$ found for slowly tumbling tempol in water:glycerol mixtures[5]. The combined contributions from spin rotation, modulation of g and A anisotropy, and the thermally activated process are in excellent agreement with the experimental frequency dependence of $1/T_1$ (Fig. 4.3). Further
experiments with a wider range of nitroxides are needed to assign the thermally activated process to a physical motion, but the maximum contribution at about 1.5 GHz supports the plausibility of the proposal that the same process dominates at long $\tau_R$ at a range of frequencies [5] and for short $\tau_R$ at lower frequencies. As $\tau_R$ approaches $10^{-9}$ s (slow motion), the contributions from spin rotation and modulation of g and A anisotropy are predicted to become negligible and all that remains is the contribution from the thermally-activated process.

Table 4.3 g and A-values

<table>
<thead>
<tr>
<th></th>
<th>$g_{xx}$</th>
<th>$g_{yy}$</th>
<th>$g_{zz}$</th>
<th>$A_{xx}$ (G)</th>
<th>$A_{yy}$ (G)</th>
<th>$A_{zz}$ (G)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1&lt;sup&gt;a&lt;/sup&gt;</td>
<td>2.0092</td>
<td>2.0061</td>
<td>2.0022</td>
<td>5.5</td>
<td>6.3</td>
<td>35.6</td>
</tr>
<tr>
<td>2&lt;sup&gt;b&lt;/sup&gt;</td>
<td>2.0110</td>
<td>2.0065</td>
<td>2.0021</td>
<td>3.6</td>
<td>3.6</td>
<td>18.6</td>
</tr>
</tbody>
</table>

<sup>a</sup> From [24]  
<sup>b</sup> From [11]

4.3.2 Analysis of the frequency dependence of $1/T_1$ for nitronyl 2

Because of the equivalent couplings to two nitrogen nuclei, $\tau_R$ for nitronyl 2 cannot be determined by the Kivelson formulae [40] that were used for 1. Analysis of the frequency dependence of $1/T_1$ for 1 demonstrated that spin rotation is the dominant contribution at 34 GHz, so the assumption was made that this is also the case for 2. Using the literature g values [11] and Eq. (3.3), $\tau$ for 2 was varied to give $1/T_1$ less than the experimental value at 34 GHz. The shortest value of $\tau_R$ that is consistent with the experimental data is 25 ps. Values of $\tau$ longer than 25 ps would require a contribution from an additional process at 34 GHz, beyond those required to interpret the data for 1. To fit $\tau = 25$ ps to the Stokes–Einstein equation ($\tau = c_{\text{slip}} V \eta / kT$, $V =$ molecular volume calculated from the molar mass assuming a density of 0.9 g/mL which is typical of
organic molecules, \( \eta = \text{viscosity}, k = \text{Boltzmann’s constant} \) requires \( c_{\text{slip}} = 0.20 \). This \( c_{\text{slip}} \) is comparable to the value of 0.21 for 3-carboxy-2,2,5,5-tetramethyl-1-pyrrolidinyloxyl [26], which also has a carboxy group that can hydrogen-bond to water, so \( \tau = 25 \text{ ps} \) is a plausible value for 2. The contribution from spin rotation to \( 1/T_1 \) for 2 is shown as a solid line in Fig. 4.4. The slower relaxation for 2 than for 1 at 34 GHz (Table 4.1) is due primarily to longer \( \tau_R \) for 2 than for 1. If \( \tau_R \) for 2 were similar to that for 1, the contribution to \( 1/T_1 \) for 2 due to spin rotation would be about 1.5 times larger than for 1 because of the larger g anisotropy (Table 4.3) and \( 1/T_{1e} \) would be about 0.7 \( \mu \text{s} \) with little frequency dependence. In water at 22 °C, the slower tumbling of 2 than of 1 offsets the difference in g values and results in slower relaxation for 2 than for 1 at 34 GHz (Tables 4.1 and 4.2). Based on this analysis a value of \( \tau_R = 25 \text{ ps} \) was used in analyzing other contributions to \( 1/T_1 \) for 2.
Figure 4.4 Modeling the frequency dependence of $1/T_1$ for 2. The frequency dependence of $1/T_1$ for 1 (□) was modeled (---) as the sum of contributions from spin rotation (—) (Eq. 3.3), modulation of g and A anisotropies (• - ) (Eqs. (4.1), (3.4), (3.5)), and a thermally-activated process (- - - ) (Eq. 4.2). Error bars show the standard deviation of replicate measurements. Adapted from [27].

Eq. (4.1), the contribution to relaxation from modulation of g anisotropy, is valid for 2 as well as for 1. The model for the contribution to $1/T_1$ from modulation of A anisotropy (Eq.(3.4)) was derived for a nitroxide with anisotropic hyperfine coupling to a single nitrogen nucleus, so it is not directly transferable to the nitronyl which has hyperfine couplings to two equivalent nitrogens. Molecular orbital calculations and modeling of the motional dynamics for p-(methylthio) phenyl nitronyl nitroxide in toluene [42] found that the principal axes of the two nitrogen hyperfine interactions were not collinear and that tumbling was anisotropic, which complicates the interpretation of
the contribution to $1/T_1$ for 2 from modulation of A anisotropy. However, it is reasonable to assume that modulation of couplings to the two nitrogens can be approximated by an expression of the form shown in Eq. (4.3).

$$\frac{1}{T_1^{\text{Ar}}} = C_A(\omega) \quad (4.3)$$

where $C_A$ is determined by the nitrogen hyperfine couplings of 2. For $\tau_R = 25$ ps $\omega \tau_R$ is 1.5 at 9.5 GHz and 0.24 at 1.5 GHz so the contribution to $1/T_1$ for 2 becomes frequency independent at lower frequency than for 1 (Fig. 4.4), which explains why the increase in $1/T_1$ for 2 between 34 and 2 GHz is substantially greater than for 1. Since the frequency dependence of $1/T_1$ is strongly dependent on $\tau_R$, the fit to the experimental data confirms the value of $\tau_R$. The contribution to $1/T_1$ for 2 from modulation of g and A-anisotropy was modeled as the sum of contributions from Eq. (4.1) using literature values of g [11], $\tau = 25$ ps, and Eq. (4.3) with $C_A$ treated as an adjustable parameter. The contribution from Eq. (4.3) that is shown in Fig. 4.4 was obtained with $C_A = 3 \times 10^{16}$ s$^{-2}$. If the parameters for 1 had been used to calculate $C_A$, the value would be $8.2 \times 10^{16}$ s$^{-2}$. The substantially smaller value of $C_A$ for 2 than for 1 seems plausible because of the dependence on the square of the anisotropy of the hyperfine interaction and the much smaller hyperfine splitting for 2 than for 1 (Table 4.3).

For 2, as for 1, $1/T_1$ at 250 MHz is smaller than at 1.5 GHz, which requires an additional frequency-dependent contribution to relaxation. Because of the similarities in structures, it is proposed that the thermally-activated process that contributes to the relaxation of 1, also contributes to the relaxation of 2. The contribution shown in Fig. 4.4
for the thermally-activated process was calculated assuming the same parameters $E_a$ and $\tau^0_c$ as for 1. To fit the data, decreasing $C_{\text{therm}}$ requires a compensating change in $C_A$, within a range of about 7%. The combination of contributions from spin rotation, modulation of $g$ and $A$ anisotropy and the thermally-activated process is in excellent agreement with the experimental data (Fig. 4.4).

As shown in Eqs. (3.3)-(3.5),(4.1) spin lattice relaxation rates depend on both $\tau_R$ and resonance frequency. In Ref. [18] the relaxation rates for a nitronyl nitroxide 3, analogous to 2 but without the carboxyl group, were studied in toluene as a function of temperature. Based on analysis of the temperature dependence of $1/T_2 - 1/T_1$, the hydrodynamic radius ($\alpha$) of 3 was found to be 1.5 times larger than for tempone [18]. Since $\tau_R$ is proportional to $\alpha^3$, the difference in radii predicts a ratio of $\tau_R$ values for 3 to that for tempone of $\sim 3$, which is in good agreement with the ratio of $\tau_R$ values for 2 and 1 $= 2.8$. Based on these differences in $\tau_R$ our modeling indicates that the longer values of $T_1$ and $T_2$ for 3 than for tempone in toluene at 300 K [18] are due predominantly to the slower tumbling of 3 than of tempone, analogous to what was observed in our studies in water. We predict that if both a nitroxyl and a nitronyl had $\tau_R$ of 5–10 ps, the relaxation rates at X-band would be faster for the nitronyl than for tempone by up to 20%, due to the dominant effect of spin rotation. For longer $\tau_R$ in the range of 25–50 ps for both radicals, the X-band spin lattice relaxation rates for the nitronyl would be slower than for the nitroxyl by up to 30%. At Q-band, the nitronyl relaxation rates at the same $\tau_R$, between 5 and 50 ps, are predicted to be faster than for tempone provided that only the mechanisms described by Eqs. (3.3)-(3.5),(4.1) apply.
4.3.3 Modeling of proton-hyperfine in aqueous solution for 2.

Fig. 4.5 shows the CW spectrum of 2 at room temperature recorded under low power and modulation amplitude. The super-hyperfine splitting due to methyl and phenyl protons is visible. A close-up of the \( m_I = 0 \) line is shown in Fig. 4.5, and the parameters for the fit (red-dashed line) are given in Table 4.4. A spin-packet linewidth of ca. 50 mG was used for fitting, based off spin-echo decay measurements on a 50 µM sample. The concentration is low enough that the effects of Heisenberg exchange are negligible and the measured \( T_2 \) is nearly inversely proportional to the spin-packet linewidth.

![Figure 4.5 Resolution of hyperfine structure for 2. When the CW spectrum of 2 was recorded with 40 mG modulation amplitude and 26 dB attenuation, proton super-hyperfine splittings were visible in the full spectrum (left). The \( m_I = 0 \) line (right) was used to model the proton hyperfine (-- --).](image-url)
Table 4.4 Proton hyperfine for nitronyl 2

<table>
<thead>
<tr>
<th>Nuclei</th>
<th>Splitting (G)(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6 H (gem-di-methyl)</td>
<td>0.165</td>
</tr>
<tr>
<td>6 H (gem-di-methyl)</td>
<td>0.200</td>
</tr>
<tr>
<td>2 H (phenyl ring)</td>
<td>0.135</td>
</tr>
<tr>
<td>2 H (phenyl ring)</td>
<td>0.190</td>
</tr>
</tbody>
</table>

\(^a\) Modeled with a spin-packet linewidth of ca. 50 mG.

The spectrum for a nitronyl similar to 2 was recently published for the radical in toluene [43]. Analysis of the \(m_1 = 0\) line at 270 K gave coupling constants of 0.47 G for two-equivalent ortho-protons, 0.28 G for two equivalent meta-protons and 0.21 G for 12 equivalent methyl-protons. Assignment was confirmed by CW-ENDOR of the radical recorded at 270 K. The 0.21 G assignment for meta protons, and ca. 0.2 G assignment for the CH\(_3\) protons are similar to values for 2, but there was no coupling as large as 0.47 G found for the spectrum in Fig. 4.5. Nitronyl radicals with protons in all positions on the benzene ring have been studied. In [44] isotropic hyperfine were 0.21 G for the methyl protons, and 0.49 or 0.17 G for the ortho or meta protons. The para proton had a value of 0.47 G. Another nitroxide was studied in DMSO in [45]. No designations are given, but two protons have a coupling of 0.42 G, two have 0.17 G, a third has 0.37 G and the 12 equivalent CH\(_3\) protons are at 0.19 G.

Attempting to use the hyperfine parameters from [43-45] results in a poor fit for the spectrum of 2 (Fig. 4.5). The “best” fit includes a broader spin packet linewidths than were measured. Radical 2 has a carboxy group in the para position of the benzene ring. The larger electron withdrawing capability of the carboxy group may result in less radical density near the ring protons, leading to smaller hyperfine couplings.
4.4 Summary

Spin lattice relaxation rates (1/T\(_1\)) for both PDT and nitronyl \(2\) between 250 MHz and 34 GHz are due predominantly to spin rotation and modulation of g and A anisotropy. The frequency dependence is dominated by the modulation of g and A anisotropy, and rates are approximately constant between about 250 MHz and 3 GHz. For both radicals, the smaller values of 1/T\(_1\) at 250 MHz than at 1.5 GHz are attributed to a contribution from a thermally-activated process that has its maximum contribution at about 1.5 GHz. The decreasing ratio of 1/T\(_1\) for \(2\) to that for \(1\) with decreasing frequency is due to different ratios of contributions to relaxation at different frequencies. The slower spin lattice relaxation rate for \(2\) than for \(1\) at 34 GHz (Table 4.1) is due primarily to spin rotation and longer \(\tau_R\) for \(2\) than for \(1\). At the same \(\tau_R\), relaxation rates at 9 GHz and higher would be faster for \(2\) than for \(1\) because of larger g anisotropy. The relaxation rates for \(1\) and \(2\) from 250 MHz to 3 GHz are more similar than at higher frequencies because modulation of A anisotropy is increasingly important at these frequencies, and \((\omega\tau_R)^2 < 1\), so the spectral density function is proportional to \(\tau_R\) at lower frequencies. The longer \(\tau_R\) for \(2\) than for \(1\) partially compensates for the smaller value of \(C_A\) for \(2\) than for \(1\) and the resulting values of 1/T\(_1\) differ by only a factor of 1.5 between 250 MHz and 3 GHz.
4.5 References


CHAPTER 5
ELECTRON SPIN-LATTICE RELAXATION MECHANISMS OF RAPIDLY-TUMBLING NITROXIDE RADICALS

5.1 Introduction

Nitroxide $T_2$ has been studied extensively, both experimentally and theoretically, to understand motional dynamics in fluid solutions [1-4]. Early studies of $T_1$ focused primarily on $\sim 9.5$ GHz [5-7]. The utility of $T_1$ to measure oxygen concentrations in membranes [8-10] and tissues [11] and the use of nitroxides for in vivo imaging [12, 13] motivated characterization of the frequency dependence of $T_1$ below 2 GHz, for reasons discussed in Chapter 4.

In chapter 4 the $T_1$ and $T_2$ were reported for aqueous solutions of a nitronyl nitroxide and of PDT at five frequencies between 250 MHz and 34 GHz in the fast motional regime where the tumbling correlation time, $\tau_R$, is less than about 25 ps. Other empirical studies at frequencies $\leq 250$ MHz support the observation that $T_1$ is longer than what current theory predicts [5, 6] [14]. For instance, the lines in the spectrum of Fremy’s salt $((SO_3)_2NO_2^-)$ in aqueous solution at 60 MHz are Lorentzian with $T_1 = T_2 = 0.5 \mu s$ [15]. Rapid-scan EPR of perdeuterated 2,2,6,6-tetramethyl-4-piperidone-1-oxyl (PDT, 1a) in aqueous solution at 250 MHz [16] found $T_2 = 0.5 \mu s$. Since $T_2 \leq T_1$, $T_2$ puts a
lower limit on $T_1$. These results motivate examination of nitroxide $T_1$ at frequencies lower than 2.5 GHz for a wider range of nitroxides and solvents.

The goal of this chapter is to investigate (i) the relative importance of spin rotation (Eq. 3.3) and modulation of nitrogen hyperfine anisotropy (Eq.3.4) for $\tau_R = 4–50$ ps at ambient temperature, (ii) whether additional mechanisms contribute to relaxation at frequencies lower than $\sim 9.5$ GHz, and (iii) the thermally-activated process (Eq. 4.2) that is proposed to have maximum impact on $T_1$ at 1–2 GHz, and has been observed previously in both the fast [37] and slow tumbling regimes [19]. $T_1$ and $T_2$ were measured by pulsed methods for the nitroxides shown in Fig. 5.1, at frequencies between 250 MHz and 34 GHz. This work has been published in [17].

5.1.1 A review of spin-lattice relaxation mechanisms

Mechanisms of spin-lattice relaxation are discussed in the introductions to Chapters 3 and 4. A brief review is given here. $1/T_1^{SR}$ (Eq. 3.3) is independent of resonance frequency and decreases as $\tau_R$ increases. Modulation of the large anisotropic (dipolar) nitrogen nuclear hyperfine coupling by molecular tumbling (the END process, (Eq. 3.4) is a major contributor to nitroxide relaxation in certain motional regimes [5] [6] [14]. The spectral density function (Eq. 3.5) gives the END mechanism as well as the modulation of g-anisotropy (Eq. 4.1) a dependence on $\tau_R$ and $\omega$. In the rapid-tumbling regime the BPP spectral density function is indistinguishable from the Cole-Davidson spectral density function that has been found to give better agreement than BPP with the temperature dependence of nitroxide $1/T_1$ under slower tumbling conditions [18, 19].
For $\tau_R$ in the range of 4-50 ps, $\omega \tau_R$ (see Eq. 3.5) changes from <1 at 250 MHz to >1 at 34 GHz. For $\omega \tau_R > 1$, $1/T_1^A$ increases as $\omega$ decreases. For $\omega \tau_R << 1$, $1/T_1^A$ is independent of $\omega$ and increases as $\tau_R$ increases. Because $1/T_1^A$ is proportional to $\gamma^2 I(I+1)$, where $\gamma$ is the gyromagnetic ratio, the ratio $[1/T_1^{^14}N]/[1/T_1^{^15}N] = 1.36$. The $^{15}N/^{14}N$ isotope effect on $1/T_1$ provides a test of the contribution from the END mechanisms [5, 6]. Modulation of $g$ anisotropy (Eq. 4.1) by molecular tumbling [5, 6] enhances relaxation of radicals with larger $g$ anisotropy, particularly at higher microwave frequency.

The enhancement of electron spin $1/T_1$ by thermally-activated methyl rotation has been demonstrated in a variety of solid samples [20-23]. Nuclear spin–lattice relaxation enhancement by thermally-activated processes has been studied extensively in NMR [24-26]. For nitroxides in viscous water/glycerol solutions at 1.9, 3.1, and 9.2 GHz at room temperature $1/T_1$ was larger than predicted by Eqs.(3.3)–(3.5),(4.1),(4.2) [27], as described in chapter 4.
5.1.2 Nitroxides Studied

![Nitroxide structures studied from 250 MHz to 34 GHz. Adapted from [17]](image)

Several of the radicals selected for this study (Fig. 5.1) have been used for *in vivo* imaging: PDT (1a) to monitor redox activity [28], mono-hydrogenated deuterated CTPO (mHCTPO, 2a) [29] for in vivo imaging of local oxygen concentration [30,31], and 3-carboxy-2,2,5,5-tetra-methyl-1-pyrroldinylxoyl radical (carboxyproxyl, 3a) for *in vivo* O₂ quantitation in mouse brain [32-34]. T₁ and T₂ for 1a–3a, along with their ^15_N derivatives (denoted as 1b–3b) were reported at ~9.5 GHz in Chapter 3. Other nitroxides
with different ring structures, and g- and A-anisotropies were selected for comparison. The phenyl isoindoline nitroxide (4) [18] contains no methyl groups and the central ring is expected to be more rigid than in 1a–3a. Nitroxides that are similar to 4, including some that are isotopically labeled, have recently been investigated for in vivo O\textsubscript{2} quantitation [35, 36]. The nitronyl nitroxide 5 was included because the nitrogen hyperfine splittings are smaller than for 1a–3a and the g anisotropy is larger [37]. 6 has smaller nitrogen hyperfine splittings than 1a–3a due to extensive delocalization of the unpaired electron into the aromatic ring, the ring is expected to be more rigid, and the four ring methyls of 1a–3a are replaced by two t-butyl groups. Relaxation times T\textsubscript{1} and T\textsubscript{2} for 1–6 were measured at frequencies between 250 MHz and 34 GHz. For 1a \( \tau_R \) was varied by changing solvent, including both nonpolar organics and water:glycerol mixtures.

5.2 Experimental

5.2.1 Samples

1b with >98% isotope purity were purchased from CDN Isotopes (Quebec, Canada). 1a [38], 3a [39], 3b [39], 4 [18], and 5 [37] were prepared as reported. 3a and 3b were provided by Dr. Gerald Rosen (University of Maryland). 2a and 2b were prepared as previously reported [40] and provided by Prof. Howard Halpern (University of Chicago). 6 was prepared as reported [41], and was a gift from Prof. Andre Rassat.

For slower tumbling radicals, 4, 1a in 44% glycerol, and 1a in 69% glycerol, solutions were 0.2 mM. Most solutions were 0.4–0.5 mM (Table 5.1). Between 0.2 mM
and 0.5 mM in aqueous solution of 1a–3a in water there is only a 5–15% increase in 1/T1 due to Heisenberg exchange [38], so the higher concentrations were used to improve signal-to-noise (S/N), particularly at the lower frequencies. The contribution from Heisenberg exchange is expected to be independent of resonance frequency so it will not alter the frequency dependence of 1/T1 that is the focus of this study.

O2 was removed by one of three methods as described in Chapter 4 (Sec. 4.4.2).

Table 5.1 Nitroxide Parameters Concentrations are 0.5 mM except for 1a in toluene (0.4 mM), 1a in glycerol (0.2 mM) and 4 in toluene (0.2 mM).

<table>
<thead>
<tr>
<th></th>
<th>FW</th>
<th>Solv.</th>
<th>τR (ps)</th>
<th>Aiso (G)</th>
<th>Ax (G)</th>
<th>Ayy (G)</th>
<th>Azz (G)</th>
<th>gxx</th>
<th>gyy</th>
<th>gzz</th>
<th>Lit.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1a</td>
<td>186</td>
<td>Tol.</td>
<td>4</td>
<td>14.5</td>
<td>4.1</td>
<td>5.1</td>
<td>33.6</td>
<td>2.0094</td>
<td>2.0063</td>
<td>2.0023</td>
<td>[67]</td>
</tr>
<tr>
<td>1a</td>
<td>186</td>
<td>H2O</td>
<td>9</td>
<td>16.3</td>
<td>5.5</td>
<td>6.3</td>
<td>35.9</td>
<td>2.0092</td>
<td>2.0061</td>
<td>2.0022</td>
<td>[56]</td>
</tr>
<tr>
<td>1a</td>
<td>186</td>
<td>Min. oil</td>
<td>9</td>
<td>14.5</td>
<td>4.1</td>
<td>5.1</td>
<td>33.6</td>
<td>2.0094</td>
<td>2.0063</td>
<td>2.0023</td>
<td>[67]</td>
</tr>
<tr>
<td>1a</td>
<td>186</td>
<td>44% Gly.</td>
<td>19</td>
<td>16.3</td>
<td>5.5</td>
<td>6.3</td>
<td>35.9</td>
<td>2.0092</td>
<td>2.0061</td>
<td>2.0022</td>
<td>[56]</td>
</tr>
<tr>
<td>1a</td>
<td>186</td>
<td>69% Gly.</td>
<td>50</td>
<td>16.3</td>
<td>5.5</td>
<td>6.3</td>
<td>35.9</td>
<td>2.0092</td>
<td>2.0061</td>
<td>2.0022</td>
<td>[56]</td>
</tr>
<tr>
<td>1b</td>
<td>187</td>
<td>H2O</td>
<td>9</td>
<td>22.6</td>
<td>7.7</td>
<td>8.8</td>
<td>50.3</td>
<td>2.0092</td>
<td>2.0061</td>
<td>2.0022</td>
<td>[56]</td>
</tr>
<tr>
<td>2a</td>
<td>195</td>
<td>H2O</td>
<td>13</td>
<td>16.3</td>
<td>5.5</td>
<td>6.3</td>
<td>35.9</td>
<td>2.0092</td>
<td>2.0061</td>
<td>2.0022</td>
<td>[68]</td>
</tr>
<tr>
<td>2b</td>
<td>196</td>
<td>H2O</td>
<td>13</td>
<td>22.6</td>
<td>7.7</td>
<td>8.8</td>
<td>50.3</td>
<td>2.0092</td>
<td>2.0061</td>
<td>2.0022</td>
<td>[68]</td>
</tr>
<tr>
<td>3a</td>
<td>186</td>
<td>H2O</td>
<td>19</td>
<td>16.3</td>
<td>5.5</td>
<td>6.3</td>
<td>35.9</td>
<td>2.0092</td>
<td>2.0061</td>
<td>2.0022</td>
<td>[68]</td>
</tr>
<tr>
<td>3b</td>
<td>202</td>
<td>H2O</td>
<td>19</td>
<td>22.9</td>
<td>7.7</td>
<td>8.8</td>
<td>50.3</td>
<td>2.0092</td>
<td>2.0061</td>
<td>2.0022</td>
<td>[68]</td>
</tr>
<tr>
<td>4</td>
<td>410</td>
<td>Tol.</td>
<td>26</td>
<td>13.4</td>
<td>3.2</td>
<td>3.2</td>
<td>31.8</td>
<td>2.0090</td>
<td>2.0058</td>
<td>2.0020</td>
<td>[26,27]</td>
</tr>
<tr>
<td>5</td>
<td>276</td>
<td>2 mM NaOH</td>
<td>25</td>
<td>8.7</td>
<td>3.6</td>
<td>3.6</td>
<td>18.6</td>
<td>2.0110</td>
<td>2.0065</td>
<td>2.0021</td>
<td>[69]</td>
</tr>
<tr>
<td>6</td>
<td>310</td>
<td>Tol.</td>
<td>10</td>
<td>4.7</td>
<td>0.4</td>
<td>0.4</td>
<td>13.2</td>
<td>2.0094</td>
<td>2.0060</td>
<td>2.0024</td>
<td>[26]</td>
</tr>
</tbody>
</table>

5.2.2 Spectroscopy

Relaxation times were measured with the same instruments and resonators as described in Chapter 4 (Sec. 4.2.3) at 21° ± 2°C. The relaxation times at ~640 MHz for 1a in 69% glycerol and for 4 were obtained on a prototype multi-frequency spectrometer.
(600-900 MHz). Each measurement was performed at least three times. The S/N for $T_1$ was 80–100, except for 1a in 69% glycerol at 630 MHz and for 4 at 640 MHz and 250 MHz where S/N was lower because relaxation times were of the same order as the resonator ringdown time. $T_2$ was measured as the time constant of 2-pulse echo decays. Most $T_1$ measurements were by 3-pulse inversion recovery, and some were also measured by long-pulse saturation recovery. Q-band measurements of radicals 1a/1b, 2a/2b, 3a/3b, 4, 5, and 1a in 44% glycerol were acquired by Virginia Meyer. The spin echo decay and saturation recovery curves (recorded by Hanan Elajaili) fit well with a single exponential, using a least squares criterion. A potential complication in the measurement of $T_1$ by inversion recovery is the need to distinguish $T_1$ from nitrogen $T_{1N}$, which also can contribute to the return of magnetization to equilibrium [42]. At long $\tau_R$, $T_{1N}$ is shorter than $T_{1e}$, but becomes equal to $T_1$ for short $\tau_R$ [6]. If the S/N is low, it may be difficult to distinguish between one- and two-component decays. At lower resonance frequencies, the inversion recovery curves fit well with a single exponential, as expected when $\omega \tau_R \leq 1$ [6]. For slower tumbling radicals at ~9.5 GHz and most radicals at 34 GHz, two components were observed in the fits to the inversion recovery curves, as expected for $\omega \tau_R > 1$ [43, 44]. The longer relaxation time is assigned as $T_{1e}$. The uniform penalty (UPEN) fitting procedure [45] [46] was used to confirm the presence of two contributions to the exponential decays at 34 GHz (Fig. 5.2). Values of $T_1$ at ~9.5 GHz for 1a in 69% glycerol, 3a, and 4 obtained by saturation recovery with pump times that are long relative to $T_1$ were in good agreement with values obtained by inversion.
recovery, which confirmed that the inversion recovery experiments were accurately reporting $T_1$.

**Figure 5.2 Exponent fitting as a function of frequency.** Fits with the UPEN program are shown for the $m_I = -\frac{1}{2}$ line for $3b$ ( ), $2b$ ( ) and $1b$ ( ). The x-axis is log ($1/T_1$) with $T_1$ in $\mu s$. In the data acquired at Q-band (34 GHz, top) two populations of relaxation times are observed ($T_{1e}$ and $T_{1N}$), as expected in the regime where $\omega \tau_R > 1$. For data acquired at X-band (9.5 GHz, bottom) only a single broad population is observed, reflecting the case $T_{1e} \sim T_{1N}$ when $\omega \tau_R \leq 1$. Multiple traces display the variation between replicate data sets. Q-band data courtesy of Virginia Meyer.

Values of $T_1$ and $T_2$ for each of the nitrogen hyperfine lines at each of the frequencies studied are listed in Appendix A (Tables A1 and A2). As observed previously (Chapter 4), there is a systematic $m_I$ dependence of both $T_1$ and $T_2$ (Chapters 3 and 4). Values of $T_1$ decrease in the order $m_I = +1$ (low-field) $\geq m_I = 0$ (center field) $> m_I = -1$ (high-field) for $^{14}N$ and $m_I = 0.5 > m_I = -0.5$ for $^{15}N$ (Table A1). In tumbling regimes
where the END process Eq. (3.4) is the dominant contribution to $1/T_1$ the ratio of $T_1$ for $^{14}\text{N}$ $m_I = 1$ to $m_I = -1$ is about 1.2, which is in good agreement with prior results (Chapter 3). The $m_I$ dependence is smaller at concentrations above 0.5 mM (Table 5.2) where Heisenberg exchange may be significant, and in tumbling regimes where the END mechanism Eq. (3.4) is a smaller fraction of the combined contributions to $1/T_1$. Since the available models for the END mechanism do not include an $m_I$ dependent contribution, the values of $1/T_1$ plotted in Figs. 5.2, 5.4 and 5.5, and included in the modeling, are $m_I = 0$ ($^{14}\text{N}$) or the average for $m_I = \pm 0.5$ ($^{15}\text{N}$).

Table 5.2 Dependence of $T_1$ on $m_I$ and concentration for 3a at X-band

<table>
<thead>
<tr>
<th>$m_I$</th>
<th>2.7 mM</th>
<th>1.35 mM</th>
<th>0.68 mM</th>
<th>0.5 mM</th>
<th>0.25 mM</th>
<th>0.125 mM</th>
<th>0.06 mM</th>
<th>0.03 mM</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_I = +1$</td>
<td>0.34</td>
<td>0.48</td>
<td>0.68</td>
<td>0.73</td>
<td>0.83</td>
<td>0.92</td>
<td>0.96</td>
<td>0.98</td>
</tr>
<tr>
<td>$M_I = 0$</td>
<td>0.32</td>
<td>0.49</td>
<td>0.62</td>
<td>0.63</td>
<td>0.73</td>
<td>0.81</td>
<td>0.82</td>
<td>0.83</td>
</tr>
<tr>
<td>$M_I = -1$</td>
<td>0.32</td>
<td>0.49</td>
<td>0.58</td>
<td>0.59</td>
<td>0.66</td>
<td>0.74</td>
<td>0.73</td>
<td>0.76</td>
</tr>
</tbody>
</table>

| LF/CF | 1.06 | 0.98 | 1.10 | 1.16 | 1.14 | 1.14 | 1.17 | 1.18 |
| LF/HF | 1.06 | 0.98 | 1.17 | 1.24 | 1.26 | 1.24 | 1.32 | 1.29 |

5.2.3 Modeling the frequency dependence of $1/T_1$

The g- and nitrogen A-values are summarized in Table 5.1. A-values for 1b–3b were calculated from the values for the $^{14}\text{N}$ analogs multiplied by the ratio of the gyromagnetic ratios for $^{15}\text{N}/^{14}\text{N} = 1.40$. For 6 immobilized in sucrose octaacetate, simulation of the ~9.5 GHz spectrum (unpublished data from Hideo Sato) gave a well-defined $A_{zz} = 13.2$ G. Values of $A_{xx} = A_{yy} = 0.4$ G were estimated by assuming that $A_{xx} = A_{yy}$ and using $A_{iso} = 4.7$ G in toluene. Values of $\tau_R$ for all radicals, except 5, were calculated from the $m_I$ dependence of $T_2$ at X-band (Chapter 3). The uncertainties in $\tau_R$ are about ±20%. The value of $\tau_R = 4$ ps for PDT (1a) in toluene is in good agreement with the literature value
of 5 ps [47]. The value of \( \tau_R \) for 5 is taken from Chapter 4. The \( 1/T_1 \) data in Figs. 5.2, 5.4 and 5.5 are modeled as the sum of contributions from spin rotation (Eq. (3.3), solid black line), modulation of A- and g-anisotropy by molecular tumbling Eqs. (3.4)–(3.5),(4.1), blue dashed line) and a thermally-activated process Eq. (4.2), green dashed line). The sum of the contributions is the red fit line. The contribution from modulation of g-anisotropy is negligible except at 34 GHz. For 1–4 and 6, there are no adjustable parameters in the calculations of the contributions to relaxation from Eqs. (3.4)–(3.5),(4.1). The only adjustable contribution to \( 1/T_1 \) was from the thermally-activated process, Eq. (4.2). Independent variation of \( C_{\text{therm}} \) and \( \tau_{\text{therm}} \) did not give significantly improved fit to the data, so \( \tau_{\text{therm}} \) was fixed at 1.0 x 10^{-10} s as in chapter 4. The contribution of the END process for nitronyl nitroxide 5 was also discussed in chapter 4.

5.3 Results And Discussion

Much of the prior work on electron spin lattice relaxation of nitroxides has focused on lower temperatures and/or relatively long tumbling correlation times as described in Sec. 4.1. Understanding relaxation in the faster tumbling regime provides exciting new insights for designing small molecule spin probes for applications to in vivo imaging and dynamic nuclear polarization (DNP).

Relaxation times were measured at 0.25, 1.5, 2.5–3.0, 9.4–9.5 and 34 GHz, with the exception of 1a in 69% glycerol for which the lowest frequency data were measured at ca. 0.63 GHz (Fig. 5.4). For 1b–3b relaxation times also were measured at 1.0 and 1.9 GHz. Relaxation times for 1a in water and for 5 are reproduced from Chapter 4. At ~9.5
and 34 GHz the $T_1$ for 1a in water is in good agreement with values for 0.5 mM natural abundance tempone reported in [48] as discussed in Chapter 4.

5.3.1 Interpretation of frequency dependence of relaxation

The frequency dependence of $1/T_1$ and $1/T_2$ for PDT (1a) in five solvents (toluene, water, light mineral oil, 44% glycerol in water, and 69% glycerol in water) is shown in Fig. 5.4. For $\tau_R < \sim 20$ ps and resonance frequencies $\leq 9$ GHz, $1/T_1 \sim 1/T_2$ as expected in the fast tumbling regime. At 34 GHz, $1/T_2 - 1/T_1$ is substantial (Fig. 5.4) due to increased contributions from incomplete motional averaging of g-anisotropy. The slope of the plot of $1/T_2 - 1/T_1$ vs $\tau_R$ is $2.3 \times 10^{17}$ s$^{-2}$ (Fig. 5.3). Calculation of the predicted slope of the plot based on the A, B, and C terms in the Kivelson model of linewidths [49, 50] and typical g and A hyperfine anisotropy predicts a slope of $1.6 \times 10^{17}$ s$^{-2}$. Given the approximations in the model and the range of solvents and nitroxides included in the plot, the agreement is good, which lends credence to the values of $\tau_R$. 


Figure 5.3 Dependence of $1/T_2 - 1/T_1$ on $\tau_R$ for the high-field $^{14}$N hyperfine line at Q-band for: A, 1a in toluene; B, 1a in water; C, 1a in light mineral oil; D, 6 in toluene; E, 2a in water; F, 3a in water; G, 1a in 44% glycerol; H, 4 in toluene. Slope of the least-squares fit line is $2.3 \times 10^{17}$ s$^{-2}$. Adapted from [17].
Figure 5.4 Frequency dependence of $1/T_1$ (■) and $1/T_2$ (♦) for 1a with $\tau_R$ from 4 to 50 ps Radical 1a in (A) toluene, (B) water, (C) light mineral oil, (D) 44% glycerol in water, and (E) 69% glycerol in water. Spin lattice relaxation is modeled as the sum (▬) of contributions from spin rotation (Eq. 3.3), the modulation of g- and A-anisotropy (Eq. 3.4 – 3.5, 4.1), and a thermally-activated process (Eq. 4.2). In (E) the gold squares and fit line are the contribution from the thermally-activated process observed previously for $\tau > \sim 3 \times 10^{-9}$ s [27]. Adapted from [17].
As $\tau_R$ increases the frequency-independent contribution from spin rotation (Eq. 3.3) decreases (Fig. 5.4). At $\tau_R = 4$ ps spin rotation dominates $1/T_1$ and relaxation is independent of frequency (Fig. 5.4A). The agreement between experiment and calculation at $\tau_R = 4$ ps is not as good as at longer $\tau_R$. For the small PDT molecule (1a) in low-viscosity toluene, Heisenberg exchange due to nitrooxide-nitrooxide collision, which is not included in the simulation, may contribute more to relaxation than for other samples studied. In contrast to the dependence for spin rotation, as $\tau_R$ increases the contribution from modulation of A and g-anisotropy increases. As $\tau_R$ increases from 4 ps to 50 ps, the relaxation at frequencies less than 34 GHz changes from domination by spin rotation to domination by modulation of A anisotropy. The frequency at which the contribution from modulation of A changes from frequency independent to frequency dependent is a strong function of $\tau_R$ (Eq. 3.4-3.5,4.1). The longer the value of $\tau_R$, the lower the frequency at which the change in slope occurs. Thus the agreement between the observed and calculated frequency dependence of $1/T_1$ is a validation of the model and of the values of $\tau_R$. For $\tau_R = 9$ ps, in either water (Fig. 5.4 B) or light mineral oil (Fig. 5.4 C), $1/T_1$ is smaller at 250 MHz than at 1-2 GHz. This frequency dependence is not predicted by the spin rotation (Eq. 3.3) or modulation of A or g-anisotropy (Eq. 3.4-3.5,4.1). Modeling of the relaxation rates therefore included a contribution from a thermally-activated process, Eq. (4.2). The effect of the thermally-activated process is maximum when $\omega = 1/\tau_{\text{therm}}$, which was observed to occur at about 1.6 GHz (Fig. 5.3 and 5.4), and corresponds to $\tau_{\text{therm}} = 1.0 \times 10^{-10}$ s. This is the same value of $\tau_{\text{therm}}$ that was used to model the frequency dependence of $1/T_1$ for tempol with $\tau_R > \sim 3 \times 10^{-9}$ s (300 ps) in
viscous water:glycerol mixtures [27]. The value of $\tau_{\text{therm}}$ was fixed at 1.0x$10^{-10}$ s and the coefficient $C_{\text{therm}}$ (Table 5.4) was adjusted to match the experimental data for $1/T_1$. The value of $C_{\text{therm}}$ was similar in water (Fig. 5.4 B) or light mineral oil (Fig. 5.4 C), which indicates that the process does not require a protic solvent. $C_{\text{therm}}$ is smaller in 44% glycerol (Fig. 5.4 D), which demonstrates a dependence on viscosity. For comparison, the contributions to $1/T_1$ from the thermally-activated process for tempol with $\tau_R > \sim 3x10^{-9}$ s in viscous water:glycerol mixtures [22] is shown as orange squares in Fig. 5.4 E, and is negligibly small relative to the contributions from modulation of $A$ and $g$ anisotropy at $\tau_R = 50$ ps.

The frequency dependence of relaxation in water for $^{14}$N/$^{15}$N pairs of radicals is shown in Fig. 5.5. These radicals have $\tau_R$ in the range of 9 to 19 ps. At 34 GHz spin rotation (Eq. 3.3) dominates $1/T_1$ which is about the same for $^{14}$N and $^{15}$N (Fig. 5.4). As seen in Fig. 5.2 the contribution from $1/T_1^A$ (Eq. 3.4) increases as frequency decreases from 34 to about 3 GHz. If the END process were the only relaxation mechanism, the dependence on nuclear spin I and the hyperfine coupling constants, $A$, would cause the ratio of $[T_i^{-1}(^{14}\text{N})]/[T_i^{-1}(^{15}\text{N})]$ to be 1.36 [19]. For the pairs 1a/1b, 2a/2b, and 3a/3b the ratios of relaxation rates increase, as expected, as the contribution from the END process increases (Table 5.3) and is in the range of 1.3 to 1.4 where the END process dominates. The limiting value of $1/T_1^A$ at low frequency increases as $\tau_R$ increases (Eq. 3.4). Because of the increasing role of the END process at lower frequencies, $1/T_1$ becomes more frequency dependent as $\tau_R$ increases.
Table 5.3 Frequency dependence of $1/T_1$ and relative contributions from relaxation mechanisms.$^{b,c}$

$(1/T_1$ for $^{14}$N $m_I = 0)/(1/T_1$ for $^{15}$N $m_I = \pm 0.5)^a$

<table>
<thead>
<tr>
<th>Freq. (GHz)</th>
<th>1a/1b</th>
<th>2a/2b</th>
<th>3a/3b</th>
</tr>
</thead>
<tbody>
<tr>
<td>33.9</td>
<td>1.05</td>
<td>SR &gt; END &gt; THM</td>
<td>1.00</td>
</tr>
<tr>
<td>9.4-9.5</td>
<td>1.16</td>
<td>SR &gt; END &gt; THM</td>
<td>1.28</td>
</tr>
<tr>
<td>2.5-3.0</td>
<td>1.16</td>
<td>SR ~ END &gt; THM</td>
<td>1.35</td>
</tr>
<tr>
<td>1.5-2.0</td>
<td>1.18</td>
<td>SR ~ END ~ THM</td>
<td>1.27</td>
</tr>
<tr>
<td>0.25</td>
<td>1.13</td>
<td>SR ~ END &gt; THM</td>
<td>1.12</td>
</tr>
</tbody>
</table>

$^a$Uncertainties in ratios of $T_1$ are 5 to 7%.

$^b$Abbreviations for relaxation mechanisms are spin rotation (SR), modulation of A anisotropy (END), and thermally-activated process (THM).

$^c$The contributions from relaxation mechanisms are displayed quantitatively in Fig. 5.5.

For the two nitroxides with smaller nitrogen hyperfine couplings, 6 and nitronyl nitroxide 5, the contribution to $1/T_1$ from $(1/T_1^A)$ is substantially reduced (Fig. 5.6 A,B). Even though $\tau_R$ for 5 in water (25 ps) is about the same as for 4 in toluene (26 ps), $1/T_1$ for 5 at low frequencies is about a factor of two smaller than for 4, due to the decreased contribution from $(1/T_1^A)$. Nitroxide 6 has nitrogen hyperfine couplings that are less than 1/3 of those for 1 – 4. The $\tau_R$ for 6 in toluene (10 ps) (Fig. 5.5 A) is intermediate between those for 1a ($\tau_R = 9$ ps) (Fig. 5.4 A) and 2a ($\tau_R = 13$ ps) (Fig. 5.5 B) in water, so the contributions from spin rotation are similar. However, the contribution from $(1/T_1^A)$ for 6 in toluene is so much smaller than for 1 or 2 in water that $1/T_1$ for 6 is approximately equal to the value predicted for spin rotation alone (Fig. 5.6 A).
Figure 5.5 Frequency dependence of $1/T_1$ (■) and $1/T_2$ (♦) for radicals 1-3 in water. Plots for $m_I = 0$ lines of (A) 1a, (B) 2a, (C) 3a or the $m_I = \pm 0.5$ lines of (D) 1b, (E) 2b, and (F) 3b. Spin lattice relaxation is modeled as the sum (▬▬▬) of contributions from spin rotation (Eq. 3.3, ▬▬▬), the modulation of g- and A- anisotropy (Eq. 3.4 – 3.5,4.1 ▬▬▬) and a thermally-activated process (Eq. 4.2 ▬▬▬). Adapted from [17].
Figure 5.6 Frequency dependence of $1/T_1$ (■) and $1/T_2$ (♦) for radicals 4-6. Plots for the $m_I=0$ lines of (A) 6 in toluene, (B) 5 in 2 mM aqueous NaOH and (C) 4 in toluene. Spin lattice relaxation is modeled as the sum (▬▬▬) of contributions from spin rotation (▬▬▬), the modulation of $g$- and $A$- anisotropy (▬▬●) and a thermally activated process (▬●●). Adapted from [17].

Analogous to what was observed for 1a in water and mineral oil (Fig. 5.4B,C) $1/T_1$ for 1b, 2a, 2b, 3a, 3b, and 5 at 250 MHz is smaller than at 1-2 GHz (Figs. 5.5 and 5.6), which cannot be accounted for by Eq. (3.3-3.5)(4.1). The enhanced relaxation at 1-2 GHz is attributed to a thermally-activated process. $C_{therm}$ is larger for 1a - 3a (containing $^{14}$N) than for 1b - 3b (containing $^{15}$N) (Table 5.4), which indicates a nitrogen isotope effect on $C_{therm}$. The nitrogen isotope is observed independent of whether the $1/T_1$ for $^{14}$N is analyzed for $m_I = 0$ or for the average of all three nitrogen hyperfine lines. For the pairs 1a/1b and 2a/2b the only substitution is $^{14}$N to $^{15}$N. For the pair 3a/3b H is substituted by D as well as $^{14}$N by $^{15}$N so the larger ratio of values of $C_{therm}$ for 3a/3b (2.6) than for 1a/1b or 2a/2b (1.4 or 1.7) suggests that there is an additional H/D isotope effect.
Table 5.4 Values of $C_{\text{therm}}$ used to model $1/T_1$ from 33.9 GHz to 250 MHz.

<table>
<thead>
<tr>
<th>ID</th>
<th>Solvent</th>
<th>$M_I = 0$</th>
<th>Average $M_I^a$</th>
<th>Average $M_I^b$</th>
<th>$^{14}\text{N}/^{15}\text{N}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1a</td>
<td>Water</td>
<td>7</td>
<td>7.7</td>
<td></td>
<td>1.4</td>
</tr>
<tr>
<td></td>
<td>LMO</td>
<td>8.6</td>
<td>8.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>44% Gly</td>
<td>3.8</td>
<td>4.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1b</td>
<td>Water</td>
<td></td>
<td></td>
<td>5.7</td>
<td></td>
</tr>
<tr>
<td>2a</td>
<td>Water</td>
<td>8.2</td>
<td>9.0</td>
<td></td>
<td>1.7</td>
</tr>
<tr>
<td>2b</td>
<td>Water</td>
<td></td>
<td></td>
<td>5.2</td>
<td></td>
</tr>
<tr>
<td>3a</td>
<td>Water</td>
<td>6.5</td>
<td>9.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3b</td>
<td>Water</td>
<td></td>
<td></td>
<td>3.5</td>
<td>2.6</td>
</tr>
<tr>
<td>4</td>
<td>Toluene</td>
<td>&lt;0.7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>NaOH</td>
<td>2.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Toluene</td>
<td>0.7</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$^a$ An average of $m_I = +1,0,-1$

$^b$ An average of $m_I = \pm 1/2$

5.3.2 Potential assignments of the thermally-activated process

The characteristic time for the thermally-activated process is about $1 \times 10^{-10}$ s, which is longer than the $\tau_R$ of 10 to 50 $\times 10^{-12}$ s. Thus the thermally-activated process is modulating an interaction that is not averaged by $\tau_R$, which therefore excludes modulation of anisotropic dipolar couplings. The values of $C_{\text{therm}}$ decrease with increasing solvent viscosity, in the order 1a in water > 1a in 44% glycerol > tempol in highly viscous solvents [27]. Values of $C_{\text{therm}}$ for 1a – 3a are substantially larger than for 4, 5, or 6. The nitroxide rings for 4 - 6 are expected to be less flexible than for 1 – 3 because of bulkier substituents for 4 and 5 and the additional double bond in 6. Because of the higher molecular weight of 4, $\tau_R = 26$ ps even in low-viscosity toluene. The contribution from $(1/T_1^A)$ is so large for 4 that it is difficult to determine whether the contribution from the thermally-activated process is small or absent, but it cannot be as 132
large as for 1a – 3a. These observations suggest that the thermally-activated process is modulation of the nitrogen isotropic g or A.

One possible mechanism for modulation of g or A is conformational changes of the geometry at the nitroxide nitrogen. Substantial temperature dependence of nitroxide g and A-values in fluid solution has been observed and attributed to fast exchange between conformations [51]. For 1a, 1b the interconversion of twist-crossover conformations averages axial and equatorial methyl group on the ENDOR timescale above about 230 K in a doped crystal [52] and results in equal hyperfine couplings to all twelve methyl protons in fluid solution (Chapter 3). The lifetime of about 1x10⁻⁷ s at 230 K predicts a lifetime at 298 K that is substantially longer than 1x10⁻¹⁰ s. For 5-member ring nitroxides interconversion of ring conformations is slow on the EPR time scale at 298 K and inequivalent couplings are observed for axial and equatorial methyls [53]. The large differences in rates of interconversion for 5- and 6- member ring nitroxides and estimates of lifetimes substantially longer than 10⁻¹⁰ s at 298 K indicate that interconversion of ring conformations is too slow to be assigned as the thermally-activated process for nitroxide relaxation. Recent molecular dynamics calculations have shown that the intramolecular out-of-plane motion of the N-O moiety is a 'soft' mode [54] [55]. For both 5- and 6-member ring nitroxides the angle between the N-O group and the plane of the molecule can vary by ±10° within a low-energy range of about 0.5 kcal/mole [55]. This angular variation is sufficient to cause substantial changes in the isotropic g and A values. Modulation of either or both of these parameters is an effective spin-lattice relaxation process. Modulation of isotropic A and g would be consistent with
a nitrogen isotope effect on $C_{\text{therm}}$. The dependence of $C_{\text{therm}}$ on viscosity could indicate that a smaller range of orientations is encompassed by these motions when solvent viscosity is higher. The value of $\tau_{\text{therm}}$ is approximately what is predicted for methyl rotation at room temperature based on ENDOR studies of tempone [52]. In these sterically hindered molecules methyl rotation may couple to the motion of the NO bond and be involved in the bond angle variation that dominates the thermally-activated process.

5.3.3 Other potential contributions to relaxation

The discussion of the role of the thermally-activated process (Eq 4.2) in the relaxation for these rapidly tumbling nitroxides assumes that this process is the same as the one that contributes to the frequency-dependent relaxation of tempol for $\tau_R > \sim 3 \times 10^{-9}$ s in viscous water:glycerol mixtures [27]. At those long values of $\tau_R$ the contributions to $1/T_1$ from spin rotation and modulation of $g$ and $A$ anisotropy become very small. Robinson and co-workers proposed generalized spin diffusion (GSD) as the process that dominated spin-lattice relaxation for slowly tumbling nitroxides [14], which raises the question whether GSD might also contribute for rapidly tumbling samples. The GSD mechanism contributes to relaxation by modulation of electron-nuclear interspin distances via diffusion of solvent nuclei or intramolecular motions, which would have a large H/D isotope effect. In Ref. [15] it was shown that for Fremy's salt in water at 60 MHz the relaxation rate was the same in $H_2O$ and $D_2O$. It was also shown previously that at $\sim 9.5$ GHz for $\tau_R < 5 \times 10^{-9}$ s there was no difference in relaxation rate for a nitroxide in water:glycerol or in $D_2O$:glycerol-$d_8$ mixtures [27]. Thus, solvent diffusion does not
appear to be an effective relaxation mechanism for the nitroxides studied here. Furthermore, the proposed frequency dependence of GSD does not predict smaller relaxation rates at 250 MHz than at higher frequencies, so it is not an alternative to the thermally-activated process.

In an early discussion of potential relaxation processes for Fremy's salt, Lloyd and Pake [15] proposed that modulation of spin-orbit coupling by solid-state-like processes would be significant. The temperature dependence at ~9.5 GHz of 1/T₁ for tempone in glycerol, 1:1 water:glycerol, decalin, and 3-methylpentane did not exhibit a discontinuity in the region of the glass transition temperature, which was interpreted as indicating that solid-state mechanisms persisted at higher temperatures [19]. In the slow tumbling regime the temperature dependence was modeled with contributions from Raman and local-mode processes. In glycerol, the most viscous of the solvents studied, these processes dominated relaxation at room temperature. However, in the fast tumbling regime these contributions are much smaller than the contributions from spin rotation and modulation of g- and A-anisotropy.

5.4 Summary

Understanding electron spin relaxation has been a goal of magnetic resonance spectroscopists from the earliest days of the field. Most prior studies of electron spin lattice relaxation in fluid solution were performed at ~9.5 GHz and τᵣ was varied by changing temperature. The frequency dependence of relaxation is a powerful way to distinguish contributions from proposed mechanisms. The contribution from spin
rotation is independent of \( \omega \), and decreases as \( \tau_R \) increases. The contribution from modulation of \( g \)- and \( A \)-anisotropy (END process) depends on both \( \omega \) and \( \tau_R \). The contribution from the thermally-activated process depends on \( \omega \), but not \( \tau_R \). For rapidly tumbling nitroxides, \( T_1 \) decreases with decreasing \( \omega \) between about 34 and 3 GHz [48] as previously reported, because of the frequency dependence of the END process. However, this trend does not continue at lower frequencies because the END process becomes frequency independent. The frequency dependence of \( 1/T_1 \) between 34 and 3 GHz is smaller when \( \tau_R = 10 \text{ ps} \) than when \( \tau_R = 50 \text{ ps} \). The thermally-activated process has maximal impact on \( T_1 \) in the range of 1 to 2 GHz. These three processes are sufficient to model \( 1/T_1 \) over the full frequency range studied. The net effect of the contributions from spin rotation, modulation of anisotropy by tumbling, and the thermally-activated process is that for small rapidly tumbling nitroxides there is a maximum in relaxation rate at about 1 to 2 GHz and relaxation rates become smaller again at lower frequency. Consequently, relaxation rates at very low frequency (e.g., 60 MHz, 250 MHz) are similar to those at \( \sim 9.5 \) GHz, which is fully consistent with the earliest estimates of nitroxide relaxation rates.

In addition to understanding relaxation mechanisms, a goal of this work is to guide synthesis of application-specific nitroxide radicals. To maximize nitroxide relaxation times at low microwave frequencies, such as for \textit{in vivo} studies, the nitroxide should be designed to minimize nitrogen hyperfine, thus reducing the effect of the END process (Eq. 3.3). If the contributions from the END process are decreased, increasing
molecular size to increase $\tau_R$ is advantageous. The radical should be as rigid as possible to minimize the impact of the thermally-activated process.
5.5 References


CHAPTER 6
IMAGING OF NITROXIDES AT 250 MHZ USING RAPID-SCAN ELECTRON PARAMAGNETIC RESONANCE

6.1 Introduction

Relative to other medical imaging modalities, electron paramagnetic resonance (EPR) is uniquely able to quantitatively image physiological properties including pO$_2$ [1-4], perfusion and viability of tissues [5], pH [6-9], temperature [10], microviscosity and ease of diffusion of small molecules [11, 12], oxidative stress [13], thiol reduction [14], and thiol redox status of cells, as estimated by the ease of disulfide reduction by glutathione (GSH) in the tissue [15]. The synthetic versatility of nitroxides makes them attractive as imaging probes. For in vivo imaging, EPR in the frequency range between 250 MHz and 1 GHz is chosen because these frequencies provide sufficient depth of tissue penetration (several cm) to generate images that are not distorted by dielectric loss effects. Consequently, this chapter focuses on imaging nitroxide phantoms (aqueous nitroxide standard samples with a well-defined geometry) at 250 MHz to demonstrate rapid-scan EPR methodology.

Although 300 MHz pulsed EPR imaging of nitroxides has been accomplished by the NCI group [16], the ~0.5 μs relaxation times [17] are short relative to resonator ring-down even for resonator $Q$ of 10 to 20 at 250 to 300 MHz, which makes pulse detection
challenging. We have proven the advantages of rapid scan relative to continuous wave (CW) and pulse EPR for many classes of samples, with improvements in signal-to-noise per unit time as high as 250 [18, 19]. The electron spin relaxation times and linewidths of nitroxides [17, 20] are in the range for which rapid-scan EPR is expected to be a better imaging method than pulse or CW EPR. In this chapter we show that rapid-scan imaging of a phantom composed of three different nitroxides provides better signal-to-noise per unit time than does CW imaging. We conclude that for nitrooxide spin probes rapid scan is the EPR method of choice for low frequency imaging. This work is published in [39].

6.2 Experimental

6.2.1 Nitroxides and construction of phantom

\[ ^{15}\text{N-PDT} \quad (4\text{-oxo-2,2,6,6-tetra}(^2\text{H}_3)\text{methyl-1-}(3,3,5,5-^2\text{H}_4,1-^{15}\text{N})\text{piperidinyloxyl}) \]

with >98% isotope purity was purchased from CDN Isotopes (Quebec, Canada). \( ^{15}\text{N-Proxyl} \quad (3-^2\text{H}, \ 4-^2\text{H}_2.3-\text{carboxy-2,2,5,5-tetra}(^2\text{H}_3)\text{methyl-1-}(1-^{15}\text{N})\text{pyrrolidinyloxyl}) \) and \( ^{15}\text{N-mHCTPO} \quad (4-^1\text{H}-3\text{-carbamoyl-2,2,5,5-tetra}(^2\text{H}_3)\text{methyl-3-pyrrolinyloxyl}) \) were synthesized as described in the literature [21, 22] and provided by Dr. Gerald Rosen (University of Maryland). Quartz tubes were purchased from Wilmad Glass (Buena, NJ).

The phantom consisted of three 4.05 mm OD (2.4±0.2 mm ID) quartz tubes containing 0.5 mM aqueous solutions of \( ^{15}\text{N,}^2\text{H}-\text{substituted-nitroxides} \). In addition to the aqueous solution each tube contained a one-inch long piece of 1.57 mm OD (0.97 mm ID) Teflon tubing to relieve stress on the quartz tube during the seven cycles of freeze-pump-thaw degassing that were used to deoxygenate the solutions. The Teflon tubing
was distorted by the freeze-pump-thawing and was not vertical in the quartz tubes. The heights of the solutions in the 3 tubes were 1.8 cm, 2.0 cm, and 2.4 cm for $^{15}\text{N}-\text{PDT}$, $^{15}\text{N}$-mHCTPO, and $^{15}\text{N}$-Proxyl, respectively. CW and rapid scans were recorded of the tubes individually using low incident powers and conservative modulation amplitudes for CW. Linewidths were 0.4, 0.39 and 0.25 G (1 G = $10^{-4}$ T) for $^{15}\text{N}$-Proxyl, $^{15}\text{N}$-mHCTPO and $^{15}\text{N}$-PDT, respectively, and the resolved proton hyperfine splitting for mHCTPO was 0.48 ± 0.01 G, which is in good agreement with the literature [22]. In the phantom the distance between the centers of the tubes containing $^{15}\text{N}$-PDT and $^{15}\text{N}$-Proxyl was 8.1 mm. The total volume of solution in each tube was about 100 μL.

6.2.2 Spectrometer

Projections for CW and rapid-scan 2D spectral-spatial images were acquired at 251 MHz with a modified Bruker E540 console and the magnet and gradient coils described previously [23-25]. The maximum z-gradient was 8 G/cm (8x10^{-2} T/m). The original rapid-scan bridge [25] provided a maximum RF output of 50 mW. A 7 W amplifier (MiniCircuits model ZHL-03-5WF) was added to provide increased power to the resonator. The sinusoidal rapid scans were generated with a driver similar to the one described in [26], but with an additional option to trigger the digitizer once per N cycles, with N selectable between 1 and 255. This modification permits acquiring multiple scans after a single trigger. Combining the data in the multiple scans functions like a comb filter and decreases noise [19, 27-29].
### 6.2.3 Resonator design and characterization

A cross-loop resonator (CLR), modified from prior designs [30-32], was used for both CW and rapid-scan imaging. The resonator was designed and constructed by Dr. George Rinard (University of Denver). It consists of a 16 mm diameter by 15 mm long resonator for the sample and a larger, 25 mm diameter by 19 mm long, double saddle coil, excitation resonator (Fig. 6.1). The isolation between the excitation (transmit) and detection (receive) resonators was at least 60 dB. The RF shield is a rectangular solenoid of AWG 20 copper magnet wire that is coated inside with silver paint. This design allowed good penetration of the scan field without distortion, provided a good shield for the RF, and allowed the scan coils to be external to the RF shield. It reduces the rapid-scan background signal relative to resonator assemblies in which the scan coils are inside the RF shield [32]. The saddle coil arrangement (Fig. 6.1, bottom) allows the excitation resonator to be smaller than in parallel-coil designs [32], which increases efficiency. The saddle coils were wound using a single turn of 220/46 Litz wire. The fine wire was essentially transparent to the scanning field, thus reducing undesirable eddy current effects. The saddle coils were resonated with a common parallel capacitor, which was a 0.254 mm thick alumina substrate gold-plated on both sides, with overall dimensions of \( \sim 2 \times 20 \) mm. A small variable capacitor was mounted in parallel with the main capacitor to allow tuning the resonant frequency to match that of the sample resonator. The \( Q \) was about 75. The \( B_1 \) field produced by the Litz wire saddle coils was perpendicular to the axis of the sample resonator. Based on comparison of power saturation curves for mHCTPO at 250 MHz and X-band [33] this resonator had an efficiency of 0.20 \( G/...
It can be operated with input power as high as 1.0 Watt producing a $B_1$ of 0.20 G.

The sample resonator (Fig. 6.1) was constructed of 6 parallel, 16 mm diameter coils of 0.1 mm bare copper wire. There is a 0.8 mm gap at the top of each coil to provide for the resonator capacitor. The capacitor consists of six, 1.4 mm square, non-magnetic ceramic chip capacitors (Voltronics Inc., Salisbury, MD) with a total capacitance of 24 pF. A 0.08 mm thick substrate of Cuflon (Polyflon Corp., Norwalk, CT) with 2 parallel etches, 15 mm long and 1.2 mm wide spaced 0.8 mm apart supports the ends of the coils and the capacitors. There was a layer of 1.2 mm thick Teflon between the coils and the sample. The resonator was mounted inside a Rexolite support using Q-dope (polystyrene dissolved in acetone).

Both the excitation and sample resonators were coupled to bazooka-balun coax lines using two identical series capacitors to attain nearly critical coupling. The total capacitance was about 3 pF for the sample resonator and somewhat less for the excitation resonator. There was no coupling adjustment. In a crossed-loop resonator it is not important to have precise critical coupling, since reflected power from the excitation resonator does not reach the detector circuit. The excitation resonator coils were mounted on a Rexolite support that could be rotated to adjust the angle between the two resonator coils and thereby fine tune the isolation of the CLR.

The Q of the sample resonator containing the phantom was about 90, which is similar to that used previously for a comparison of spin echo and CW imaging of trityl radicals [34]. The active volume of the sample resonator is about 3.0 mL, so the filling
factor for the solutions in the phantom is about 3%. This low filling factor is similar to what is expected when imaging a mouse tumor using the same resonator.

![Diagram of cross loop resonator with wire-wound shield](image)

**Figure 6.1 Diagram of cross loop resonator with wire-wound shield** Top – Cross-loop resonator assembly with scan coils: A - Wire wound RF shield; B - 25 mm saddle coil excitation resonator; C - frequency adjustment for excitation resonator; D - 16 mm fine-wire sample resonator; E - isolation adjustment; F - input and output coaxial cables; G - 89 mm square Helmholtz scan coils; H - 30 mm sample access hole in RF shield. Bottom - sketch of the resonator coils, without the shield and support structure. Graphic courtesy of Dr. George Rinard. Adapted from [39].

Rapid-scan background signals were decreased by avoiding scan frequencies that are mechanical resonances of the CLR. The mechanical resonances were characterized by two methods, which gave results that are in good agreement. Method 1 used a "chirp"
pulse from 1 – 15 kHz in 35 ms. The time response to the chirped pulse was digitized and averaged about 55 times before Fourier transformation into the frequency domain (Fig. 6.2 A). In method 2 the amplitude of the background signal was measured point-by-point at 100 Hz increments between 1 and 11 kHz (Fig. 6.2 B). Both methods found mechanical resonances below about 2 kHz and near 5 kHz. The amplitude of the background signal was smaller at scan frequencies >~ 8 kHz, so scan frequencies > 8 kHz were used for imaging.

**Figure 6.2 Mechanical resonances of cross-loop resonator** characterized by A) by applying a chirp pulse from 1 – 15 kHz or (B) stepping the scan frequency and recording the rapid scan background signal. Amplitudes are in arbitrary units and are different for the two plots. Adapted from [39].
6.2.4 Rapid-scan imaging

Eighteen equally-spaced projections were recorded at $\theta = \pm 5^\circ$ to $\pm 85^\circ$ in the spectral-spatial pseudo-plane [35]. The magnetic field gradient was 8 G/cm for the projections at $\pm 85^\circ$ and decreased proportional to $\tan \theta$. The maximum gradient was selected to permit imaging one line of the $^{15}$N hyperfine-split nitroxide spectrum without overlap of the second line at high gradient. In traditional spectral-spatial imaging the sweep widths are increased proportional to $1/(\cos \theta)$. Depending on the dimensions of the object, this may result in substantial regions of baseline for projections at high gradients. For the experiments reported here the sweep widths were selected to encompass the full gradient-broadened spectrum plus a modest baseline region at each end of the scan. To permit image reconstruction by filtered backprojection the high-gradient spectra were 'padded' with zeros at the low- and high-field ends to generate projections with the widths required for the spectral-spatial imaging algorithm. The magnetic field was centered on the low-field nitrogen hyperfine line. The sweep widths for the 9 projections in each quadrant were 7.2, 7.5, 7.8, 8.2, 8.8, 9.5, 10.8, 13.5, and 27.0 G. A scan frequency of 9.369 kHz was selected to avoid mechanical resonances of the CLR. The scan rate at the center of a sinusoidal scan is $a_s = \pi f_s B_m G s^{-1}$ where $f_s$ is the scan frequency and $B_m$ is the scan width. At the scan rates used for the imaging, the signal bandwidth is consistent with the resonator $Q$. As discussed below, the rapid-scan signal saturates less readily as the scan rate is increased. Projections for $\theta = \pm 5^\circ$ to $\pm 55^\circ$ had $a_s = 0.21$ to 0.28 MG/s (21 to 28 T/s) so $B_1 = 44$ mG was used (Fig. 6.4). Projections for $\theta = \pm 65^\circ$, $\pm 75^\circ$, and $\pm 85^\circ$ had $a_s = 0.32$ to 0.79 MG/s (32 to 79 T/s) and were acquired with $B_1 = 64$ mG. Signals
were digitized with a Bruker Specjet II using 64k points per gradient and a 10 ns sampling interval which therefore encompassed 6.14 sinusoidal scan cycles within the digitizer time window (Figure 6.3).

Figure 6.3 Rapid-scan experimental data and post-processing for the projection with $\theta = -5^\circ$ from the data set with a total acquisition time of 5 minutes. The 64 k points of raw data encompassing 6.14 sinusoidal cycles were obtained by signal averaging 22k scans, which required 17 s. Data from the six sinusoidal cycles were summed (upper right). Background correction, sinusoidal deconvolution, and combination of the spectra from the up- and down- scans produced the projection shown in the lower panel. The absorption (green) and dispersion (blue) signals are shown. Adapted from [39].

Images were acquired with total data acquisition times of 29 s (2k averages, 1.6 s/gradient) or 5 min (22k averages, 17 s/gradient). For the ‘29s’ image the 1 MHz filter bandwidth on the bridge output was used. For the ‘5 min’ image a Krohn-Hite model 3955
low-pass Butterworth filter with a bandwidth set to 1.5 MHz was used on the bridge output. The absorption signals were obtained by background correction [36], sinusoidal deconvolution [37], and combination of up-field and down-field scans.

6.2.5 CW Imaging

CW projections were obtained at the same 18 angles and magnetic field gradients as for the rapid-scan projections. The magnetic field modulation frequency was 30 kHz. The modulation amplitude was 0.5 G for $\theta = \pm 75^\circ$ and $\pm 85^\circ$ and 0.2 G for other projections. To ensure that the signal was in the linear response regime $B_I = 22$ mG was used (Fig. 6.4).
Figure 6.4 Comparison of power saturation curves for CW and rapid-scan methods for 0.25 mM $^{15}$N-mHCTPO in deoxygenated water in a 16 mm OD quartz tube obtained by CW (●) and sinusoidal rapid scan at 0.15 MG/s (15 T/s) (■), 0.3 MG/s (30 T/s) (▲), 0.59 MG/s (59 T/s) (□) and 0.74 MG/s (74 T/s) (◇). Amplitudes for CW spectra were peak-to-peak. Rapid-scan amplitudes were calculated from spectra that had been deconvolved and background corrected. Signal amplitudes are in arbitrary units, which were scaled such that the rapid-scan signals overlay the CW data points at low power. Adapted from [39].

The magnetic field was centered on the low-field nitrogen hyperfine line. Spectra were acquired with Bruker Xepr software and a BMC20 power supply with current control, which permits only certain values of the sweep widths. The sweep widths were 6.7 G for $\theta = \pm 5^\circ$ to $\pm 55^\circ$, 8.9 G for $\theta = \pm 65^\circ$, 11.1 G for $\theta = \pm 75^\circ$, and 24.4 G for $\theta = \pm 85^\circ$. The actual sweep widths required for filtered backprojection were obtained by interpolation and/or padding with zero's as needed. A single scan with 512 points was
recorded for each projection, using a Bruker SPU digitizer. Two sets of projections were acquired with total data acquisition times of 5 or 15 min. Since the Bruker system uses an integrating digitizer, increasing scan time improves signal-to-noise. Within each data set, projections at $\theta = \pm 5^\circ$ to $\pm 65^\circ$ were recorded with the same sweep time, which was increased by a factor of $\sim 3.3$ for $\theta = \pm 75^\circ$, and a factor of $\sim 6.7$ for $\theta = \pm 85^\circ$. A 3-point binomial smoothing ($n=1$) in Xepr was applied to the raw data as it was collected. This corresponds to about 40 mG to 140 mG smoothing for the lowest to highest gradient projections, respectively. Projections were integrated to obtain the absorption spectra that were used to generate the images.

6.2.6 Image reconstruction

2D spectral-spatial images (2.0 G by 2.5 cm) were reconstructed from the 18 equally-spaced projections using filtered backprojection on a 512 x 512 grid. A Gaussian filter was applied to slices through the rapid-scan and CW images after reconstruction, with full width at half amplitude corresponding to 0.6 mm in the spatial dimension and 20 mG in the spectral dimension. The linewidths of the signals were determined by least-squares fitting to spectral slices using published values of resolved and unresolved nuclear hyperfine splittings [20]. The percent RMS error was calculated for the fits to individual slices through the image. The criteria for determining the linewidth was minimization of the error for all points in the slice, including the baseline. There are systematic deviations in the linewidths toward the edges of the tubes. The scatter in the linewidth values could be decreased by manually selecting the best fit at half height but this approach would be difficult to automate, particularly in the presence of noise. This
observation reinforces the importance of minimizing low frequency noise that impacts the image baseline.

6.3 Results and Discussion

2D spectral-spatial images of a phantom consisting of three tubes containing 0.5 mM solutions of $^{15}$N,$^2$H-substituted nitroxides were obtained by CW and rapid-scan EPR for several acquisition times. The microwave powers used for the data acquisition were based on the power saturation curves in Fig. 6.4 for 0.25 mM $^{15}$N-mHCTPO. The relaxation times for the three radicals at 250 MHz are similar and about 0.50 $\mu$s [17] for deoxygenated aqueous solutions. The linear region of the plot for the CW signals extend only to about $B_1 \sim 22$ mG, but for rapid scans the linear response region extends to $B_1$ about 40, 50, or 64 mG for scan rates of 0.25, 0.3 and 0.59 MG/s (25, 30, and 59 T/s), respectively. The decreased power saturation at higher scan rates is similar to what was observed previously for nitroxides at X-band [33] and is characteristic of rapid-scan EPR [18, 38].

6.3.1 Comparison of rapid-scan and CW images

The spatial information in EPR images is encoded with magnetic field gradients. For a distributed sample the signal broadens approximately proportional to the gradient. For the first-derivative signal that is recorded in CW EPR the amplitude decreases approximately quadratically with the increase in gradient, which makes the signal-to-noise (S/N) substantially poorer in the higher gradient projections. These projections provide the most information about the spatial distribution of spin density. Poor S/N in
any projection also impacts the complete image. To partially mitigate the poorer \( S/N \) at higher gradients the modulation amplitude was increased and more signal averaging was performed than for projections at lower gradient. The amplitude of the absorption spectrum that is recorded by rapid-scan EPR decreases approximately linearly with the increases in gradient, so the impact of high gradient on \( S/N \) is less severe than for CW [38]. The projections at higher gradients have wider sweep width, which makes the scan rate higher. Because of the decrease in power saturation at higher scan rate (Fig. 6.4), higher \( B_1 \) was used for the higher gradient rapid-scan projections. The same acquisition time was used for each of the rapid-scan projections. Rapid-scan images were obtained with 29 s and 5 min total acquisition times and CW images were obtained with 5 and 15 min total data acquisition times.

Six examples of projections obtained by rapid-scan and CW for the 5 min images are compared in Fig. 6.5. The CW images were reconstructed from integrals of the first-derivative CW spectra as shown in the figure. Although high-frequency noise is reduced by integration, low-frequency noise that negatively impacts baselines and lineshapes in an image is enhanced by integration [27]. At small \( \theta \) (low gradient) (Fig. 6.5 E,F) the \( S/N \) is comparable between projections obtained by CW and rapid-scan, although low-frequency noise is greater for the CW projections than for the rapid-scan projections. At intermediate \( \theta \) (Fig. 6.5 C,D) noise in the CW projections is conspicuously greater than in the rapid-scan projections. At the highest \( \theta \), baseline wander and high-frequency noise is substantially greater for CW than for rapid scan. The corresponding rapid-scan projections obtained with a total of 29 sec acquisition time are shown in Figure 6.6.
Figure 6.5 Comparison of projections for images acquired in 5 minutes Projections obtained by rapid scan (blue) and CW EPR (red) for the phantom shown in Fig. 6.7 at (A) $\theta = -85^\circ$, (B) $\theta = 85^\circ$, (C) $\theta = -55^\circ$, (D) $\theta = 55^\circ$, (E) $\theta = -5^\circ$, and (F) $\theta = 5^\circ$ from data sets obtained with a total of 5 min acquisition time. Adapted from [39].

Figure 6.6 Comparison of projections for images acquired in 29 s (RS) or 5 min (CW) Projections obtained by rapid scan with a 29 s total acquisition time (blue) and CW with a total of 5 min acquisition time (red) for the phantom shown in Fig. 6.7 at (A) $\theta = -85^\circ$, (B) $\theta = 85^\circ$, (C) $\theta = -55^\circ$, (D) $\theta = 55^\circ$, (E) $\theta = -5^\circ$, and (F) $\theta = 5^\circ$. Adapted from [39].
Figure 6.7 displays 2D images of the 3-tube nitroxide phantom (Fig. 6.7 D) reconstructed from 18 projections with a total data acquisition time of 5 min for rapid scan (Fig. 6.7 A) or continuous wave (Fig. 6.6 B). Also shown is the rapid-scan image with total data acquisition time of 29 s (Fig. 6.7 C).

Figure 6.7 Comparison of 2D spectral–spatial images obtained with rapid scan or CW methods Images reconstructed from 18 projections with a total data acquisition time of (A) 5 min for rapid scan, (B) 5 min for CW or (C) 29 s for rapid scan. (D) The phantom consisted of 3 tubes containing $^{15}$N-nitroxides, aligned along the direction of the z gradient. The structures of the nitroxides and the corresponding absorption lineshapes are shown. Adapted from [39].

The contours for the sample-containing regions are substantially better defined and the baselines are smoother in the 5 min rapid-scan image (Fig. 6.7 A) than in the 5 min CW image (Fig. 6.7 B) because of the differences in the projections as shown in Fig.
6.5. The contours and baseline for the 29 s rapid-scan image (Fig. 6.7 C) are comparable to the 5 min CW image (see absorption lineshapes in Fig. 6.7 D). The extent of the PDT signal in the spectral dimension is smaller than for Proxyl, because the PDT linewidth is narrower than the Proxyl linewidth. The spatial distribution of signal amplitude is not that of a perfect cylinder due to the presence of the deformed Teflon tube inserts. The amplitudes of the signals from mHCTPO are smaller than for PDT or Proxyl because the linewidth is relatively large and because the signal is split into a doublet with $a_H = 0.48$ G due to coupling to the ring proton. The dimensions of the tubes and spacing between the tubes in the images are in good agreement with the known dimensions (Fig. 6.7 D). Center to center distances between tubes containing $^{15}$N-Proxyl and $^{15}$N-PDT in the three images are similar. For the rapid-scan images acquired in 29 s and 5 min, the distances are 7.8 and 8.2 mm, respectively. From the CW image acquired in 5 min, the distance measures 8.2 mm. The distances between tubes containing $^{15}$N-Proxyl and $^{15}$N-mHCTPO, and between $^{15}$N-mHCTPO and $^{15}$N-PDT should be ca. 4 mm which is reproduced well by rapid scan imaging in 29 s (3.9 mm/3.9 mm) or 5 min (4.4 mm/3.8 mm) and by CW imaging in 5 min (3.9 mm/3.9 mm). Based on the maximum gradient applied (8 G/cm) the theoretical spatial resolution for the narrowest-line PDT sample is ca. 0.2 mm. The inability to resolve the 0.3 mm wall thickness of the Teflon tube in each sample is attributed to the limited resolution of the image and the fact that the Teflon tubing was not vertical, which blurs its location in images with a single spatial dimension.
6.3.2 Lineshape parameters obtained from slices through the image

Since the goal of the imaging is to obtain spectral information as a function of position in the sample, spectral models were fit to slices through the image. The linewidths, along with the RMS errors in the fitting, are shown for the rapid-scan (Fig. 6.8, left) and CW (Fig. 6.8, right) images acquired in 5 min.

**Figure 6.8 Slice fitting of linewidths for 5 min. images** Linewidths for $^{15}$N-Proxyl (♦, ◊), $^{15}$N-mHCTPO (◆, ○) and $^{15}$N-PDT (♦, ◊) calculated by fitting spectral slices through the images obtained with a total of 5 min acquisition time and the corresponding RMS fitting errors for $^{15}$N-Proxyl (▲, △), $^{15}$N-mHCTPO (▲, △) and $^{15}$N-PDT (▲, △). The RMS error is calculated for individual slices. Closed symbols designate rapid scan and open symbols designate CW. Adapted from [39].
The locations of the walls of the tube are indicated with gray dashed lines, and the black horizontal lines indicate the linewidths calculated from spectra of the tubes of the phantom measured individually. In principle the linewidths should be constant across a tube. However the small number of projections results in a 'star effect' that impacts the baselines for the images. Uncertainties in the baseline and noise in projections contribute to uncertainties in the fitted lineshapes.

For the rapid-scan image, the linewidths for $^{15}$N-PDT are 0.27-0.28 G across (nearly) the entire tube, which is in reasonable agreement with the expected value of 0.25 G. The percent RMS error for the fits to each slice is $\leq 0.2$. The linewidths for slices across the $^{15}$N-mHCTPO sample vary from ca. 0.4 G on one side to 0.35 G on the other, with percent RMS error $\leq 0.23$ for a slice in the middle of the sample, increasing to 0.27 for a slice at the edge of the sample. The linewidth fits for $^{15}$N-Proxyl also have RMS errors $\leq 0.2$, but the scatter in linewidths is larger, ca. 0.32 to 0.45 G across the sample. Of the three nitroxides in the image, $^{15}$N-Proxyl has the broadest line, and its linewidths are most sensitive to baseline variations.

For the CW image the scatter in linewidths and percent RMS errors for each slice are larger than for the rapid-scan image. Both observations are attributed to the poorer baselines in the CW images. The least scatter and variation in linewidths is for $^{15}$N-PDT, but the fitted linewidths for the CW image are 60% larger than the linewidth for the single tube recorded under non-line-broadening conditions. The modulation amplitude used for imaging was 0.2 G, in an effort to increase the signal to noise ($S/N$) of the CW image when acquired in the short time of 5 min. This use of modulation amplitude
comparable to linewidth contributes a small amount to the broadening of the $^{15}\text{N}$-PDT and $^{15}\text{N}$-mHCTPO lineshapes in the CW image, but is not sufficient to explain all of the broadening. Percent RMS errors are substantially larger for the CW image slices, so there is greater uncertainty in the fit parameters. The linewidth scatter, and percent RMS error for $^{15}\text{N}$-Proxyl are similar for rapid-scan and CW slices.

A major benefit of the rapid-scan technique is the ability to obtain higher $S/N$ per unit time compared with CW. For comparison with the CW image acquired in 5 min, a rapid-scan image was acquired in 29 s (Fig. 6.7 C). Linewidth and error plots are shown in Fig. 6.9. Decreasing the rapid-scan acquisition time by a factor of ten results in increased scatter in the fitted linewidths for all three nitroxides, although the linewidth fidelity for $^{15}\text{N}$-PDT is still quite good and superior to that for the CW image collected in 5 min. The percent RMS errors for slices in the 29 s rapid-scan image are comparable to those in the 5 min CW image. The scatter in the linewidths for $^{15}\text{N}$-Proxyl increased substantially to 0.15-0.5 G, reflecting the noisier background resulting from only 2k averages per projection. In the 29 s rapid-scan image the fitted linewidths in the middle of the tube for $^{15}\text{N}$-mHCTPO are more uniform across the sample, but are smaller than the expected value (0.35 vs 0.39 G).
Figure 6.9 Slice fitting of linewidths for 29 s (RS) or 5 min (CW) images Comparison of linewidths obtained from an image obtained by rapid scan with 29 s total acquisition time and CW with 5 min total acquisition time. Linewidths for $^{15}$N-Proxyl (●, ○), $^{15}$N-mHCTPO (♦, ◊) and $^{15}$N-PDT (♦, ◊) calculated by fitting spectral slices through the images and the corresponding percent RMS fitting errors for $^{15}$N-Proxyl (▲, Δ), $^{15}$N-mHCTPO (▲, Δ) and $^{15}$N-PDT (▲, Δ). Closed symbols designate rapid scan and open symbols designate CW. The dashed lines mark the locations of tube walls. The black horizontal lines indicate the linewidths calculated from spectra of the tubes measured individually. Adapted from [39].
A CW image with 15 min acquisition time also was acquired, and the calculated linewidths are compared with those from the 5 min rapid-scan image in Fig. 6.10.

**Figure 6.10** Slice fitting of linewidths for 5 min (RS) or 15 min (CW) images
Comparison of linewidths obtained from an image obtained by rapid scan with 5 minutes total acquisition time and CW with 15 min total acquisition time. Linewidths for $^{15}$N-Proxyl (♦, ◊), $^{15}$N-mHCTPO (♦, ◊) and $^{15}$N-PDT (♦, ◊) calculated by fitting spectral slices through the images and the corresponding percent RMS fitting errors for $^{15}$N-Proxyl (▲, Δ), $^{15}$N-mHCTPO (▲, Δ) and $^{15}$N-PDT (▲, Δ). Closed symbols designate rapid scan and open symbols designate CW. The dashed lines mark the locations of tube walls. The black horizontal lines indicate the linewidths calculated from spectra of the tubes measured individually. Adapted from [39].
The percent RMS errors for linewidth fits to individual slices from the image are substantially lower than for the CW 5 min image, but are higher than for the 5 min rapid-scan image, particularly toward the edges of the tubes. Linewidths for the $^{15}$N-PDT sample are closer to the expected value of 0.25 G, ranging from 0.25 to 0.35, but the scatter still is larger than for the 5 min rapid-scan image. The improved linewidth accuracy suggests that the major source of broadening of the $^{15}$N-PDT linewidth in the 5 min CW image was due to baseline variations. Fitted linewidths for $^{15}$N-mHCTPO are stable across much of the sample, and just above the expected value of 0.39 G. There is still substantial scatter (0.3-0.4 G) in the linewidths of $^{15}$N-Proxyl, but the range is smaller than for the 5 min CW and rapid-scan images.

6.4 Summary

For the same data acquisition time, rapid-scan EPR provides projections with significantly improved S/N than CW EPR, particularly at higher magnetic field gradients. The improved S/N in the projections results in improved accuracy in linewidths calculated from slices through spectral-spatial images. The ability to acquire data more quickly and with improved S/N will facilitate in vivo applications of nitrooxide imaging.
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CHAPTER 7

RESONATOR AND POWER AMPLIFIER CHARACTERIZATION

7.1 Introduction

A resonator focuses energy onto a sample to excite electron spins, and then detects the resulting magnetization. Old resonators were modified, or new resonators constructed to improve the experiments described in Chapters 3-6. Most of the resonators used for rapid scan and pulse experiments were cross-loop-resonators (CLR) [1, 2]. The term CLR refers to a two-resonator assembly, where one piece is designated as the power resonator and the other the detection resonator. In the CLR design, the microwave (or RF) $B_1$ delivered to the power resonator is perpendicular to the detection resonator (the two resonators are orthogonal to one another).

The sample lies in a region common to the two circuits of the CLR. If perfect orthogonality were achievable the detection resonator would not observe any power incident on the sample. Only the spin magnetization would be observed in the detector resonator leading to higher sensitivity. In practice perfect electromagnetic orthogonality cannot be achieved. The two resonators of the CLR can be physically adjusted relative to one another to try and achieve perfect orthogonality with the isolation screw. During each experiment the isolation is adjusted to bring the power and detection resonators as close
to orthogonal as possible.

7.2 Resonator design for Pulse and Rapid Scan EPR

7.2.1 Resonators for Pulse EPR

Bi-modal resonators used for pulse EPR in the Eaton lab are often constructed of a tellurium copper alloy [1]. The goal for pulse resonators is excellent isolation and high Q. For the studies reported in Chapters 4 and 5 of this dissertation, the long ringdown times characteristic of pulse resonators at 250 MHz require the addition of Q-spoiling circuits. Q-spoiling allows high sensitivity to incident power during the pulse, but “short” the Q (lower the Q) after the pulse is over to decrease ringdown. Two types of Q-spoiling were introduced in section 2.6.5. Questions surrounding pulse CLR development include which style gives the best resonator efficiency, and whether or resonator design is scalable from 25 mm to 51 mm.

7.2.2 Resonators for Rapid-Scan EPR

For a rapid-scan CLR at 250 MHz, resonator design is dictated by accessibility for animal use and good isolation between the two resonators [3]. The solid copper designs used in pulse resonators do not offer enough penetration of sweep field for rapid scan, even with the normal slots that suffice for modulation of the field during a CW experiment. In addition, rapid-scan resonators are designed to minimize the amount of metal present, to decrease the impact of eddy currents. Rapid scan resonators usually have lower Q values than pulse resonators, as the signals created by large amplitude
magnetic field scans require a larger resonator bandwidth. Any high frequency noise or baseline changes which are not coherent with the rapid scan experiment are reduced by time averaging of the signal. Any noise that is coherent with the field scan will be recorded along with the EPR signal. A major source of coherent background signal in the rapid-scan experiment is derived from the scan frequency and its harmonics.

The rapid-scan background is currently divided into two main effects: direct electrical effects and electrical effects derived from mechanical vibrations. Direct electrical effects concern modulation of the background radiofrequency (RF) signal by the scan frequency. From a design perspective, this type of background seems to be tied to where the scan coils are in position to the detector resonator in the CLR. The scan coils also play a role in the mechanical vibration derived background. Any current flowing through a conductor (i.e. scan coils or metal in resonator) at the scan frequency will interact with applied steady magnetic field. This produces a “motor” effect, which vibrates the conductor. If amplitude or phase modulation of the RF is produced from these vibrations, a background signal will be observed in the rapid-scan spectrum.

Attempting to “shield” the resonator or block RF noise from the resonator has undergone a variety of iterations. The term “shielding” has had three definitions from 2009 to 2014, referring to a copper box shield around the entire assembly, copper tape shield around only the scan coils, or a wound-wire shield between the resonators and the scan coil. Shielding the scan coils made of Litz wire with copper tape decreased RF noise, but eddy currents in the copper tape raised the AC resistance of the coils. Litz wire was used to decrease the AC resistance relative to solid copper wire, and the addition of
copper tape on Litz wire scan coils negated most of that advantage.

The scan coils evolved with advancements in the coil drivers. Initial coil driver designs used a linear (triangular) scan current, which provided a linear field scan over ca. 85% of the sweep width. Development of sinusoidally driven currents simplified background subtraction and was first implemented at X-band [4]. A new observation from the middle of 2013 to early 2014 was frequency dependence of contributions to the background signal. For instance, differences in the background signal caused by the power amplifiers installed in various coil driver versions observed at 250 MHz were non-existent at X-band.

7.3 Methods For Characterization Of Resonators

Resonators were characterized by their range of operating frequencies and changes in the Q-value between empty (Q_E) and sample containing (Q_S) states. Further characterization can include measurement of the resonator efficiency. For pulse resonators, the required power vs. pulse length was mapped out at several Q values. In some cases the ringdown of both power and detection resonators was studied from the highest to lowest Q-values. For samples with relaxation times <500 ns (i.e. many nitroxides), a combination of resonator over-coupling and Q-spoiling are required. For rapid-scan resonators the “mechanical resonance” background was quantitatively probed with a manual scan, in 100 Hz increments, or with a chirp pulse. See section 6.2.3 for an example.
7.3.1 Measurement of Resonator Q

Figure 7.1 demonstrates the most straightforward measurement of resonator Q. The frequencies at the -3dB point on either side of resonance are recorded ($v_1$ and $v_2$). The center of the resonator dip is recorded ($v_0$). Using equation 7.1, the Q of the resonator can be calculated from the relationship of these three frequencies.

![Figure 7.1 Measuring resonator Q at the – 3 dB point.](image)

$$Q^{-1} = \frac{v_2 - v_1}{v_0} \quad (7.1)$$

The reflected power ringdown from a pulse incident on the resonator can also be used to measure the Q of the resonator. There must be less than 15 mV separation for standard crystal detectors between the baseline and peak of the trailing edge of the response. An illustration of how the measured ringdown of the pulse response relates to Q is given in Figure 4 of [5]. For very low Q values the transient decay may be so fast that the measurement is limited by the oscilloscope. To ensure it is not the response of the system being measured, a second frequency away from the tuned frequency of the resonator can be selected for comparison.
7.3.2 Measurement of Resonator Efficiency

Resonator efficiencies have been measured for a number of the resonators and are listed in Tables 7.1 and 7.2 at the end of this section. The methods by which resonator efficiencies were measured are described below.

7.3.2.1 Maximum echo amplitude by field sweep with echo detection

A field-swept echo detected spectrum was acquired at several attenuation settings for the incident powers and the echo amplitude was recorded. The maximum echo amplitude is obtained when the $B_1$ corresponds to a 90° pulse. The $\pi/2$ pulse was 600 ns for all resonators, so calculation of the $W^{1/2}$ corresponding to the maximum echo response is simplified. Echo parameters used for each resonator were $\pi/2 = 600$ ns, x-axis = 128 points, tau 2.4-3 microseconds, integrator position ($d_0$) = 1.52 microseconds, integrator window (pg) = 4 microseconds, shot repetition time (SRT) = 500 microseconds and a sweep width of 4 G. A single scan was completed for each case. Since resonators were used at critical coupling, without the aid of Q-spoiling, tau values less than 2.4 microseconds could not be used due to resonator ringdown. The same sample (Trityl CD$_3$ 0.2 mM aqueous, ID# B13) was used for the four 25 mm resonators. A 16 mm 0.2 mM trityl CD$_3$ sample (ID E162) was used for AGLGR-CH-5.

For CLR-DU-6, the $Q_S$ of the power resonator was 400 which gave a ringdown time of 500 ns. Using a $\pi/2$ pulse of 600 ns doesn’t allow enough time for delivery of 100% of the power to the resonator, so the measurement was repeated for CLR-DU-6 with a $\pi/2$=1200 ns pulse. All of the other resonators tested had $Q_S$$<100$, so use of the longer
pulse was not required. Additional methods were pursued for CLR-DU-6 after initial \( B_1/\sqrt{W} = 0.32-0.40 \) was measured using the echo amplitude optimization. The \( B_1/\sqrt{W} \) was reported to be 1 G/√W in a prior publication [1].

![Figure 7.2 Echo Amplitude vs. the square root of power.](image)

**Figure 7.2 Echo Amplitude vs. the square root of power.** Data points are connected only as an aid to guide the eye. The echo amplitude plots are given for CLR-DU-4 (●), CLR-CH-4 (●), LGR-DU-5 (●) and AGLGR-CH-5 (●) for different attenuations of the power incident on each resonator. The echo amplitude test was completed for CLR-DU-6 with \( \pi/2 = 600 \) ns (●) and \( \pi/2=1200 \) ns (●).

**7.3.2.2 Maximum real time amplitude of single pulse FID or two pulse echo.**

A two-pulse experiment was digitized with the Bruker Specjet so the echo could be observed. The field was stepped 0.1 G off resonance so a strong “FID” signal could be seen, and the attenuator setting was varied until a maximum in the signal was seen. The signal maximum was gauged by careful inspection with a ruler on the computer monitor.
by one person while a second person varied the attenuation. From this peak in signal amplitude a $B_1/\sqrt{W} = 0.63$ was calculated for CLR-DU-6 (Table 7.2).

A single pulse FID experiment operating real time with digitization into the Bruker SpecJet window was also used. With the $\pi/2$ pulse = 1200 ns, the attenuation at maximum signal was recorded and a $B_1/\sqrt{W} = 0.25$ was calculated. Tip angle ($\theta$) is related to $B_1$ and pulse duration ($\tau_p$) by equation 2.6:

$$\theta = \gamma B_1 \tau_p \quad (2.6)$$

Where $\theta$= turning angle in radians, $\gamma = 1.7608 \times 10^7 \text{ rad} \cdot \text{s}^{-1} \cdot \text{G}^{-1}$, $\tau_p$ = pulse length in seconds = $600 \times 10^{-9}$ s ($600 \text{ ns pi/2 pulse}$). Solving for $B_1$ gives $0.1487 \text{ G}$ for $\pi/2=600 \text{ ns}$, or $0.0743$ for $\pi/2 = 1200 \text{ ns}$. From the attenuation where the echo maximum is achieved (Fig. 7.2) the $\sqrt{W}$ can be calculated, and then $B_1/\sqrt{W}$.

7.3.2.3 Nutation Experiment with Torrey Oscillations

Torrey oscillations are related to the magnitude of $B_1$ during an applied pulse, and the damping of the oscillations depends on $T_1$ and $T_2$. A good example of how these oscillations have been used to measure $B_1$ is given in [6]. A nutation program from the E580 instrument was modified to work on the VHF E540 system. The period of the oscillations (Fig. 7.3) provides a means of calculating $B_1$, and dividing the $B_1/\sqrt{W}$ at attenuations of 50, 40 and 30 dB gave values of 0.44, 0.46 and 0.49, respectively. From these values an average $B_1/\sqrt{W}$ of 0.46 was calculated. A sample calculation is given below using values from the VHF nutation experiment.
For the spectrum at 40 dB attenuation (Figure 7.3), one cycle of the oscillation is 2.2 μs.

\[2.2 \, \mu s/\text{cycle} = 2.2 \times 10^6 \, s/\text{cycle} = 4.545 \times 10^5 \, \text{cycle/s}\]

\[4.545 \times 10^5 \, \text{cycles/s} \times 2\pi = 2.86 \times 10^6 \, \text{rad/s}\]

\[(2.86 \times 10^6 \, \text{rad/s}) / (1.7608 \times 10^7 \, \text{rad/s/G}) = 0.167 \, G\]

40 dB attenuation from 1310 W (TOMCO 2 kW RF Amplifier) = 0.131 W

\[\sqrt{0.131 \, W} = 0.362 \, W^{-1/2}\]

\[B_1/\sqrt{W} = 0.167/0.362 = 0.46 \, \text{GW}^{-1/2}\]

**Figure 7.3 Example of the nutation experiment at 250 MHz.** The time for a full cycle (peak to peak) is 50 dB (7.4 μs), 40 dB (2.2 μs) and 30 dB (0.65 μs).
Table 7.1 Measured $B_1/\sqrt{W}$ by method in 7.2.2.1 for five resonators ca. 250 MHz.
Unless otherwise noted, the resonators were critically coupled for these measurements.

<table>
<thead>
<tr>
<th>Resonator</th>
<th>$B_1/W^{1/2}$</th>
<th>$Q_S$ (Power Resonator)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLR-DU-6</td>
<td>0.32-0.40</td>
<td>400</td>
</tr>
<tr>
<td>LGR-DU-5</td>
<td>0.09-0.13</td>
<td>20</td>
</tr>
<tr>
<td>CLR-DU-4$^1$</td>
<td>0.09-0.10</td>
<td>85</td>
</tr>
<tr>
<td>CLR-CH-4</td>
<td>0.08-0.11</td>
<td>25</td>
</tr>
<tr>
<td>AGLGR-CH-5$^2$</td>
<td>0.025</td>
<td>16</td>
</tr>
</tbody>
</table>

1 No coupling adjust; coupling determined by sample.
2 $B_1/\sqrt{W}$ measured in Chicago was 0.0512, resonator critically coupled

Table 7.2 Measured $B_1/\sqrt{W}$ by four methods for CLR-DU-6 at ca. 250 MHz

<table>
<thead>
<tr>
<th>Measurement Method (Section)</th>
<th>$B_1/W^{1/2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.2.2.1 ($\pi/2=600$ ns)</td>
<td>0.32-0.4</td>
</tr>
<tr>
<td>7.2.2.1 ($\pi/2=1200$ ns)</td>
<td>0.44</td>
</tr>
<tr>
<td>7.2.2.2 (Two Pulse)</td>
<td>0.63</td>
</tr>
<tr>
<td>7.2.2.2 (Single Pulse)</td>
<td>0.25</td>
</tr>
<tr>
<td>7.2.2.3</td>
<td>0.46</td>
</tr>
</tbody>
</table>

7.3.3 Measurement of Mechanical Resonances for Rapid Scan Experiments

A detailed account of this technique is given in Chapter 6, Section 6.2.3. A range of scan frequencies are swept, either manually or by using a “chirped” frequency pulse. At frequencies where the scan field/frequency matches some mechanical feature of the resonator, large (orders of magnitude) increase in the amplitude of background signal was observed. The exact identity of the “mechanical features” are unknown. As more quantitative empirical evidence is gathered, the relationship between resonator design and mechanical resonances will be become clearer. After reviewing the mechanical resonance work on the resonators in this chapter, and comparing with mechanical resonance measurements made by Zhelin Yu, the shape of the scan coils may play a role. The main mechanical resonance frequency for scan coils of a square geometry was around 5 kHz,
while those with a circular geometry had the largest mechanical resonance between 11 and 15 kHz. The reason for this difference is not currently known.

7.4 Resonators at the University of Denver

7.4.1 CLR-DU-1 and CLR-DU-2

Figure 7.4 Example of design for CLR-DU-1 and CLR-DU-2. Shown in the figure is the PVC support. Power resonator is 32 mm (o.d.) with efficiency of 0.085 G/W⁻¹/₂. Detection resonator is 16 mm o.d. and 15 mm in length, with 0.45 G/W⁻¹/₂. Scan coils are a Helmholtz pair, 89 mm (o.d.) made of AWG 20 enameled copper wire.

Design for both these resonators was published in [3] and focused on rigid support for the wire detection resonator and the scan coils. The support structure was composed of either PVC (CLR-DU-1) (Fig. 7.4) or Rexolite (CLR-DU-2). Both resonators gave good isolation (-47 and -44 dB, respectively) and had the characteristic low Q thought to be desirable for animal imaging. Mechanical resonances are noted in the area of 1.04 to 2.25 kHz, but no amplitudes are reported, or any information given on the amplitudes of
frequencies above 2.25 kHz. These resonators were the first published examples of a resonator designed for rapid-scan. Of the two, one would stay in Denver (becoming CLR-DU-3) and the other would be sent to Chicago (becoming CLR-CH-1)

7.4.2 CLR-DU-3

![ CLR-DU-3 as of March 2014. Power resonator is two coils of 0.1 mm diameter wire, 32 mm in diameter, spaced 21 mm. The detection resonator is 16 mm in diameter and consists of a single turn resonator consisting of parallel coils of 0.1 mm diameter wire. Scan coils are 90 mm circular Helmholtz pair made of AWG 20 magnet wire with an estimated coil constant of 12.9 G/A. Formerly (CLR-DU-1) this 16 mm resonator is now outfitted with Litz wire scan coils (instead of solid copper) inside a solid copper box. In the early part of 2013, these coils were wrapped in copper tape as a form of shielding, but this was later removed. The overall design of shielding both the scan coils and the resonator together was abandoned in 2013 during optimization of the rapid scan imaging experiments. ](image-url)
Figure 7.6 CLR-DU-4 as of March 2014. Power resonator is two 60 mm diameter coils made of copper foil and spaced 38 mm. Detection resonator is 26 mm diameter single turn coil 25 mm long consisting of 25 coils of 0.1 mm diameter wire spaced ~1 mm. Scan coils are 102 mm square Helmholtz type pair made of Litz wire 240/46 wire with 1.8 mH inductance and coil constant between 12.5 and 13 G/A.

The power resonator in CLUR-DU-4 is made of copper foil, which allows for greater incident powers and was requested for animal work by the Chicago group. Coupling cannot be adjusted and for efficiency measurements was determined by the aqueous Trityl-CD₃ sample used. The maximum power input to this resonator did not exceed 3.56 W out of concern for damaging the resonator. During investigations into background suppression, foam was added to increase rigidity and decrease any mechanical or acoustic vibrations. Some decrease in background amplitude was observed by very fine tuning of the RF trap (black box on front of resonator).

In June of 2013 the measured coil constant was found to vary with sweep width in the rapid scan experiment. The same coils were used as CW modulation coils, and results
from CW modulation amplitude calibration experiments are shown in Tables 7.3 and 7.4. The discrepancy came to light when trying to fit image slices from preliminary rapid-scan 2D images. The problem had not been observed with initial CW projections obtained with very small modulation amplitudes. As modulation amplitude was increased, the trends in coil constant began to match what was observed with de-convolved rapid-scan spectra. The larger modulation values more nearly approximate the true modulation, resulting in a more consistent calculation of the coil constant.

Another confounding variable was the use of SpecJet I as a digitizer, which had a 3% clock jitter which was previously unknown. This caused rapid scan frequencies to be inaccurate, which effected the deconvolution, which is very sensitive to the exact scan frequency, and therefore calculation of the coil constant. The SpecJet II digitizer was installed, and had only a 0.3% jitter. Rapid-scan collected with SpecJet II indicated a coil constant of 16.4 G/A.

The current output from RCD3 was discovered to be 40% higher than the readout on the coil driver. A faulty resistor was found and was replaced. After implementation of SpecJet II, and repair of RCD3 current output, measured coil constants were usually between 12.5 and 13 G/A. Some non-uniformity in the observed coil constant existed, and frustrated attempts to image the low-field lines of the $^{15}$N-nitroxides described in Chapter 6.
Table 7.3 Calibration of coil constant with a trityl radical. The splitting of a trityl CD$_3$ signal by increasing modulation amplitude was monitored. The trityl-CD$_3$ signal is almost Lorentzian with a linewidth ca. 0.03 G.

<table>
<thead>
<tr>
<th>XEPR MA Input (G)</th>
<th>Signal Split, $\Delta B_{pp}$ (G)</th>
<th>Measured Current (A)$^1$</th>
<th>Calculated Coil Constant, G/A</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.47</td>
<td>0.044</td>
<td>10.6</td>
</tr>
<tr>
<td>4</td>
<td>2.13</td>
<td>0.162</td>
<td>13.1</td>
</tr>
<tr>
<td>9</td>
<td>5</td>
<td>0.364</td>
<td>13.7</td>
</tr>
<tr>
<td>15</td>
<td>8.3</td>
<td>0.608</td>
<td>13.7</td>
</tr>
</tbody>
</table>

$^1$ $V_{pp}$ measured on scope with 50 Ω load

Table 7.4 Calibration of coil constant with a nitroxide radical. The splitting of the low-field line of a $^{15}$N nitroxide signal was monitored while increasing modulation amplitude. Nitroxide linewidth is ca. 0.5 G with a Lorentzian component of the linewidth would ca. 0.07 G.

<table>
<thead>
<tr>
<th>Input MA (G)</th>
<th>Signal Split, $\Delta B_{pp}$ (G)</th>
<th>Current (A)</th>
<th>Coil Constant, G/A</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>2</td>
<td>0.164</td>
<td>12.2</td>
</tr>
<tr>
<td>9</td>
<td>4</td>
<td>0.344</td>
<td>11.6</td>
</tr>
<tr>
<td>15</td>
<td>8</td>
<td>0.608</td>
<td>13.2</td>
</tr>
<tr>
<td>20</td>
<td>10.7</td>
<td>0.808</td>
<td>13.2</td>
</tr>
</tbody>
</table>
7.4.4 LGR-DU-5

Figure 7.7 LGR as of March 2014. Single solid copper resonator 25 mm (o.d.).

The 25 mm LGR was made for comparison with CLR during efficiency measurements and the resonator was critically coupled. This resonator was not routinely used for the experiments described in Chapters 3-6. If LGR-DU-5 could be outfitted with rapid scan coils, comparing the rapid-scan background from this single resonator with the CLR design may give insight as to what the dominant causes of the background signal are.
Figure 7.8 CLR-DU-6 as of March 2014. Dimensions are given in [1]. This resonator is equipped with Q-spoiling, with a fixed voltage bias on the detection side of 9 V. The voltage bias on the power side varies with the type of RF amplifier being used, but is within the range of 400-550 V.

CLR-DU-6 was the main resonator used to make relaxation measurements at 250 MHz and has been described in [1]. It is a solid copper design with Q-spoil diodes on both power and detection resonator. For efficiency measurements both resonators were critically coupled.
Figure 7.9 CLR-DU-7 as of March 2014. The power resonator is 51.6 mm (i.d.) and 152 mm in length. Detection resonator is nearly oval, 38 mm wide and 65.8 mm long. The sides are parallel for 27.8 mm and the ends are 19 mm circular radius. The “traditional” Q-spoiling can be used, along with a “dial-a-Q” feature by changing out resistors across the gap of the power or detection resonators.

Each half of the resonator structure for CLR-DU-7 is made of aluminum and contained in a copper casing. Measurements with this resonator were made using four trityl samples (trityl CD$_3$ and Ox 63) to fill the resonator space: two 25 mm and two 16 mm were taped together and inserted into the 51 mm resonator to give sufficient filling factor for a good signal. The voltage bias required for Q-spoiling on the power resonator was 400 V. An isolation of -54 dB was measured and $Q_S$ of the power resonator was ca. 250. An echo decay of the composite sample was measured with $T_m = 9 \mu$s.

CLR-DU-7 is equipped with what has been named the “dial-a-Q” feature. The Q-value of the critically coupled resonator can be lowered or raised depending on the size of resistor placed across the gap of either power or detection resonators.
The effect on the Q of a range of resistances (0.866 to 10 kΩ) was explored. In the absence of any resistors, the resonant frequency of the power and detection sides were measured and found to be 268.5 and 250 MHz, respectively. A quartz tube with distilled water (55 mm o.d. x 105 mm high) added to the resonator shifted resonances down by 30 MHz (239 and 220 MHz, respectively). Eventually the coupling and frequency of both resonators were adjusted to 251 MHz, with an isolation of – 44 dB and $Q_s = 170$ for the power resonator and $Q_s = 130$ for the detection resonator.

Measurements of Q (Table 7.5) were taken first with the aqueous sample in the resonator, and then with the actual sample to be used with the nutation experiments. The sample consisted of two smaller samples (trityl CD$_3$, 0.2 mM. o.d. = 25 mm and 10 mm) placed into a large quartz tube (o.d.45 mm). Since these two samples were insufficient to lower the Q of the 51 mm resonator, water was added to a height of 120 mm to increase dielectric loss and further lower the Q.

**Table 7.5 Effect of resistors from 10 to 0.866 kΩ on the Q of CLR-DU-7.** Q-values for detection resonator, with two different samples are shown.

<table>
<thead>
<tr>
<th>Resistor Value (kΩ)</th>
<th>None</th>
<th>10</th>
<th>6</th>
<th>3</th>
<th>1.78</th>
<th>0.866</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resonator Q</td>
<td>134</td>
<td>105</td>
<td>84</td>
<td>64</td>
<td>45</td>
<td>28</td>
</tr>
<tr>
<td>Aqueous Sample</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Resonator Q</td>
<td>271</td>
<td>149</td>
<td>115</td>
<td>84</td>
<td>53</td>
<td>29</td>
</tr>
<tr>
<td>EPR Sample</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The Q in the detection resonator was higher for the EPR sample than the aqueous sample with no resistor over the gap, from 10 kΩ to 1.78 kΩ. Since the EPR sample was
smaller in diameter than the aqueous sample, the loss was not as great and the Q was higher. The 0.866 kΩ resistor resulted in similar Q (ca. 30) in both cases.

Further analysis (Table 7.6) was done for the resonator with no resistor across the gap of resonator #1, or with the 0.866 kΩ. The efficiency of the resonator with no resistor present was compared to the case where the smallest value resistor (0.866 kOhm) was present. Both the power and detection resonators were critically coupled for these measurements and neither resonator had a resistor across the gap. For a power resonator Q = 380, the measured \( B_1/\sqrt{W} = 0.15 \) (Sec. 7.2.2.3). A field sweep with echo detection experiment was used to judge the shortest \( \pi/2 \) pulse which could be used. The amplitude peaked for \( \pi/2 = 80 \) ns at 4 dB, and a decrease in signal could be observed at 1 dB. The frequency of the experiment was 260 MHz. At this frequency the output of the TOMCO amplifiers at 0 dB is 1310 W.

For the case where the 0.866 kΩ was used, the power and detection resonators were critically coupled. The nutation experiment was repeated, and the Q of the power resonator was measured under experimental conditions. For a power resonator Q = 37, the measured \( B_1/\sqrt{W} = 0.05 \). \( \pi/2 = 160 \) ns was the shortest pulse length where an echo amplitude could be optimized and occurred at 8 dB attenuation of the incident power. \( \pi/2 = 80 \) ns yielded an echo at 2 dB, but did not decrease in amplitude at 1 or 0 dB. Analysis frequency was 265 MHz, for which the TOMCO output at 0 dB was only 995 W (Fig. 7.15).
Table 7.6 Comparison of $B_1/\sqrt{W}$ under low Q or high Q conditions. In the high Q condition there is no resistor across the gap. In the low Q condition the 0.866 kΩ resistor is in place.

<table>
<thead>
<tr>
<th></th>
<th>$B_1/\sqrt{W}$</th>
<th>Smallest $\pi/2$</th>
<th>Q #1</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Resistor</td>
<td>0.15</td>
<td>80 ns</td>
<td>380</td>
</tr>
<tr>
<td>0.866 kΩ</td>
<td>0.05</td>
<td>160 ns</td>
<td>37</td>
</tr>
</tbody>
</table>

7.3.6.1 Comparing Changes in Efficiency with Changes in Measured Q.

Equation 7.3 relates $B_1$ and $Q$ [8] for a $TE_{102}$ rectangular cavity when $\alpha = 0.02$.

$$B_1 = \alpha \sqrt{PQ} \quad (7.3)$$

In this case $P$ is the incident power in Watts for a particular $B_1$ ($\pi/2$ pulse) and $\alpha$ is an experimentally determined proportionality constant. To answer the question of whether or not the changes in efficiency correlated with changes in measured $Q$ (Table 7.6), Eq. 7.3 was rearranged to equation Eq. 7.4 to solve for $\alpha$.

$$\alpha = \frac{B_1}{\sqrt{PQ}} \quad (7.4)$$

$B_1$ for the resonator in the high Q (no resistor) or low Q (0.866 kΩ resistor) was the same ($=0.134$ for $\pi/2 = 660$ ns), but the $Q$-values were different. If the changes in efficiency between the high and low Q states make sense in comparison to one another, the factor $J$ should be the same or similar in each case.

For the high Q state:

$$\alpha_{High \ q} = \frac{0.134}{\sqrt{1.309 \ W \times 380}} = 0.006 \quad (7.5)$$

For the low Q state:
The two factors are the same within the experimental uncertainty, so the change in required power with the addition of the 0.866 kΩ was consistent with the dependencies predicted by Eq. 7.4.

7.3.6.2 Scaling Comparison between CLR-DU-7 and CLR-DU-6

The most recent measurement of CLR-DU-06 gave a $B_1/\sqrt{W} = 0.45$ with a $Q = 400$ for the critically coupled power resonator. This is 3x more efficient than the 51 mm resonator with a similar $Q$ (0.15 and $Q=380$). Calculations by George Rinard based on the dimensions of CLR-DU-6 and CLR-DU-7 estimated efficiencies of 0.67 and 0.22 G/√W, respectively. The ratio of efficiencies between the two resonators matches well with experimental measurements. Calculated efficiencies are about $\sqrt{2}$ larger than efficiencies measured experimentally. The experimentally determined efficiencies for CLR-DU-6 were verified using two different methods (Table 7.2). The addition of the resistors across the gap (CLR-DU-7) and Q-spoiling diodes (CLR-DU-6) complicate the estimation of the inductance and resistance in these resonators, which could result in an overestimation of calculated efficiency.
Figure 7.10 CLR-DU-8 as of March 2014. The power resonator is 16.5 mm in diameter and 30.5 mm in length. Detection resonator is nearly oval, 12 mm wide and 20.4 mm long. The sides are parallel for 28.4 mm and the ends are 6 mm circular radius. Detection resonator is 25.4 mm long. The frequency of each resonator is tunable by means of a 32 mm diameter copper disk in the reentrant cavity whose distance from the respective resonator gap can be adjusted. Active Q-spoiling with voltage biased diodes is used on both power and detection resonators.

CLR-DU-8 is a 16 mm variable frequency (585 to 900 MHz) solid copper resonator with Q-spoiling. No efficiency has been measured as of March 2014. The first Q-measurements around June 2012 gave Q = ca. 370 for the power resonator and Q= ca. 420 for detection resonator in the absence of a sample, and with both resonators critically coupled. After addition of 16 mm sample the Q of the power resonator was ca. 270 while the Q of the detection resonator remained unchanged. To reduce ringdown the power resonator could be overcoupled to Q=90. In July of 2012 Q-spoiling was added to the resonator. CLR-DU-8 was used to collect some data confirming the trend for nitroxide relaxation times reported in Chapters 5 and 6 from 1.5 GHz to 250 MHz (unpublished),
and also used to add another data point to the frequency dependence of $1/T_1$ and $1/T_2$ for the trityl radical Ox63(Fig7.9) which was previously measured in [9].

![Graph showing frequency and $1/T_1$ and $1/T_2$ relationships](image)

**Figure 7.11 Measurement of $T_1$ and $T_2$ for Ox63 at 600 MHz with CLR-DU-8** $T_1$ (●) and $T_2$ (■) Ox63 fit very well with the data collected by Rikard Owenius at X-, S- and L-band and VHF [9].

### 7.5 Resonators Constructed At DU In Use At The University of Chicago.

#### 7.5.1 CLR-CH-I

Modifications to this resonator in 2012 to increase the $B_1/\sqrt{W}$ included replacing the power resonator with foil which gave a higher Q, replacing the scan coils with “shielded” coils and removing the R.F. Filter box (replaced with empty box). Prior to the modification, the power resonator had been composed of the same 4 mm copper wire used for the sample resonator in an effort to keep the amount of copper in the resonator to a minimum. Characterizations centered on measuring background mechanical resonances and the efficiency of the power resonator.
The Q-value of the power resonator was measured with the network analyzer empty (Q=114), with a saline (0.5g/5g water) solution (Q=65) and with the trityl-CD₃ standard sample used for the measurement (Q = 124). Measured isolation with the trityl sample in the resonator was -39 dB. A qualitative examination of mechanical resonances was made with the linear driver and HP function generator. For the span of frequencies from 0.5 to 20 kHz, the mechanical resonance at 12.3 kHz was 3-4 times larger in amplitude than any other frequency. “Quiet” regions were found between 1-6 kHz and between 16 and 20 kHz. There were also frequency regions where the background was hardly detectable at 4.4, 6.6 and 10.9 kHz. The background at a resonant frequency disappears when B₀ was set to zero and seemed to be approximately linear in amplitude proportional to B₀.

A measurement of efficiency was made for the newly modified power resonator. A single pulse experiment was run with three pulse lengths that varied from 256 ns to 1000 ns. For each pulse length the power required for the largest amplitude FID was recorded for a 0.2 mM sample of Trityl-CD₃. The B₁ was calculated for each pulse length using equation 7.2. The derived value of B₁ decreased with increasing pulse length (Table 7.7).

The power was measured and extrapolated to be 1.3 kW at 0 dB. This matched a previous measurement of 1.34 kW. Attenuation of the amplifier output was 10 dB in the bridge with an additional 20 dB attenuator between the power resonator and the VHF compensation box. Pulse duration was 2 μs with a pulse repetition period of 200 x 1.02 μs for a duty cycle of 1%. This gave peak powers that are safe for the power meter probe (15 W max for 2 μs) and average power values in the measureable range. B₁ values from
were divided by the square root of power at each attenuation, and are recorded in Table 7.7

**Table 7.7 Calculation of efficiency for CLR-CH-1.** The measured efficiency of the power resonator was about $0.3 \text{ G/} \sqrt{\text{W}}$.

<table>
<thead>
<tr>
<th>Pulse (ns)</th>
<th>Calc. $B_1$ (G)</th>
<th>Attenuation (dB)</th>
<th>Power (W)</th>
<th>$(\text{Watt})^{1/2}$</th>
<th>$(B_1/\sqrt{\text{W}})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>256</td>
<td>0.349</td>
<td>30</td>
<td>1.3</td>
<td>1.14</td>
<td>0.31</td>
</tr>
<tr>
<td>500</td>
<td>0.178</td>
<td>35</td>
<td>0.41</td>
<td>0.640</td>
<td>0.28</td>
</tr>
<tr>
<td>1000</td>
<td>0.089</td>
<td>40</td>
<td>0.13</td>
<td>0.361</td>
<td>0.25</td>
</tr>
</tbody>
</table>

A report from the engineer Subramanian V. Sundramoorthy in Chicago on 03/03/14 confirmed they still have this resonator, and that it suffers from large background. This seems to fit our observations of the other “copper box” resonators in comparison to the wound-wire shield between resonator and scan coil.
7.5.2 CLR-CH-2

Figure 7.12 CLR-CH-2 as of March 2014. The power resonator is two coils of 0.1 mm diameter wire, 52 mm in diameter and spaced 38 mm in. Detection resonator is a single turn resonator, 26 mm in diameter and consists of 25 parallel coils of 0.1 mm diameter wire spaced about 1.3 mm.

This resonator has been used in Chicago during 2013 and 2014, and gives improved background over CLR-CH-1. The cyclindrical sample support (copper pipe) on the outside of the resonator is 50 mm long and 25 mm (i.d.). The power resonator can be adjusted for coupling and frequency, while the sample resonator is fixed in frequency and coupling.
7.5.3 CLR-CH-3

**Figure 7.13. CLR-CH-3** as of March 2014. This resonator is fully described in Sec. 6.2.3

CLR-CH-3 is a 16 mm resonator with square scan coils (Litz wire) outside a wire wound shield. The inside of the shield is coated with a fine layer of silver paint. The current scan coils have an inductance of 4.9 mH and a coil constant of 23.75 G/A. These coils are able to sweep fields up to 95 G. A description of this resonator with smaller inductance scan coils (1.2 mH) is given in Chapter 6 (Sec. 6.2.3). The coil constant in that case was ca. 12.5 G/A.

7.5.4 CLR-CH-4

CLR-CH-4 is a 25 mm smaller version of CLR-DU-6, designed for use in animal imaging at Chicago. For efficiency measurements both resonators were critically coupled (Table 7.1). The resonator can be arranged in a horizontal position to facilitate mouse imaging with pulse EPR in Chicago.
7.5.5 AGLGR-CH-5

Figure 7.14 AGLGR-CH-5 as of March 2014. The detection resonator is 16 mm (i.d.). The photo on the left is from the Chicago group. This resonator was constructed in Chicago.

The Alderman-Grant (AG) resonator combined with a loop gap resonator (LGR) is a bi-modal design favored by the Chicago group. The Alderman Grant section is the power resonator, and the detection resonator is a slotted loop-gap-resonator (LGR). The “passive” Q-spoiling with Schotke diodes employed for this resonator was discussed in Sec.2.6.5. Measurements at DU in December of 2012 of the efficiency were done with the resonator in an over-coupled state. Recently the Chicago group published a paper on an updated version of AGLGR-CH-5 for pulse in vivo imaging [10].

7.6 Testing Of Pulse RF Amplifiers

7.6.1 TOMCO 4 kW RF Amplifier for 250 MHz

The maximum output of this amplifier is 4 kW when 1 mW of input power is supplied by the pulse bridge. The pulse control unit (PCU) on top of the bridge controls the output of the TOMCO by attenuation of the input power from the bridge. For the measurements
reported at 250 MHz in chapters 4 and 5, the pulse control unit was set so that the maximum power produced by the TOMCO at the resonator was 1.3 kW. The power output (under the same PCU conditions) varies with frequency (Fig. 7.15). A similar 2 kW amplifier from TOMCO was described in [11].

![Graph of power output vs. frequency](image)

**Figure 7.15 Output of TOMCO 4 kW amplifier between 245 MHz and 265 MHz.** Output at 0 dB attenuation was measured with a calibrated power meter as a function of frequency. The variation in power output is common for RF amplifiers constructed for a range of operating frequencies.

### 7.6.2 Bruker BLAH-300 RF Amplifier

The BLAH300 is a NMR amplifier available from Bruker with a range of 180 to 600 MHz. It was tested by Bruker and shown to have output at 630 MHz, with rise and fall times of about 25 ns. The amplifier was tested in the Denver lab to determine potential utility for pulsed EPR at frequencies between 600 and 700 MHz.
Pulse timings created by a Bruker PatternJet were used to look directly at the output of the BLAH300 through attenuators to a 1 GHz bandwidth scope (Tek MDO4104-6), thereby avoiding the effect of the resonator. The Tek scope also has a spectrum analyzer (6 GHz bandwidth) built in, so that one can measure the voltage signal and measure its spectral components simultaneously. The RF frequency was generated by mixing the standard 250 MHz (generated by a Fluke 6080A synthesizer) of the VHF spectrometer with a frequency of, e.g. 880 MHz from a Fluke 6082A synthesizer and taking the lower sideband.

The rise and fall times of the pulses and the maximum voltage of the attenuated output of the BLAH300 (as measured by the Tek Scope) were acquired. Estimating rise and fall times was complicated by the oscillations in the amplitude of the pulse. Different judgments about where to pick the 10 and 90 yielded different values. Output powers were measured with an HP436A power meter and 8481H power sensor, using a low pulse duty cycle. For “long” pulses (100-500 ns) the rise time was between 16 and 20 ns. For “short” pulses (40 ns) the rise time was measured as 9-10 ns. This shortened rise time is misleading. For such a short pulse duration, the amplifier did not reach full response, and only the approach to the first oscillation is observed in the pulse response.

At both 587 and 630 MHz, the length of the output pulse recorded on the scope did not match the pulse length input to the Bruker software. Output pulses were 20% shorter than requested at all attenuations except 0 dB. The lag could have originated from the XEPR software or the pulse forming unit, so the VHF pulse unit was connected directly into the scope to ensure sure the pulse signals generated was the same as being
requested in the software. Pulse lengths at all powers were <5% shorter than input into the software.

Fig. 7.16 shows the shape of a 40 ns pulse, and a “close up” at the beginning of a 500 ns pulse. The settling time on the 500 ns pulse was long and “bumpy”. Oscillations on the pulse were also present at 587 MHz. At 630 MHz the Vpp for the 500 ns pulse was 4.6 V, and changed to 2.2 V when the pulse length was shortened to 40 ns, corresponding to a peak power of only 48 W. This power was not sufficient for a π/2 turning angle at 40 ns. Both the 500 ns and 40 ns pulse lengths were recorded at 0 dB attenuation setting on the pulse bridge. The output signal from the amplifier was attenuated by 50 dB before the signal was acquired with the Tek scope.

Figure 7.16 Short rectangular pulses on BLAH-300 amplifier. The whole of a 40 ns pulse is shown (top), and a fraction of a 500 ns pulse (bottom).

The output power as a function of input attenuation was roughly linear until 7 dB attenuation at 587 and 630 MHz (Fig.7.17). From here the power level saturates resulting in a max power of 300 W at 587 MHz and only 150 W at 630 MHz. The loss of
maximum output power is approximately 5 W/MHz past an operating frequency of 600 MHz (Fig. 7.18)

Massive shifts in baseline of both field swept echo detected spectrum and echo decay traces were present for 2-3 hours if the instrument had been cold for two or more days, requiring a “warm up” time before signal acquisition could begin. If the amplifier was operated on consecutive days, the warm up time was ca. 30 minutes. The baseline shifts add uncertainty to the measurement of short relaxation times (i.e. nitroxides) or to samples with limited stability (i.e. semiquinones).

![Figure 7.17 BLAH-300 amplifier linear power regions at 587 and 630 MHz.](image)

**Figure 7.17 BLAH-300 amplifier linear power regions at 587 and 630 MHz.** Power output was measured with a calibrated power meter at each frequency. The output power is linear until 7-8 dB in both cases. The maximum power output at 587 MHz (■) is 300 W, while at 630 MHz (●) the output is only 150 W. The attenuation is of the input to the amplifier.
Figure 7.18 Output of BLAH-300 amplifier from 580 to 630 MHz. Power output was constant and measured with a calibrated power meter at each frequency with 0 dB on the bridge attenuator setting.

The Tektronix 1 GHz bandwidth oscilloscope with spectrum analyzer capabilities (Model MDO4104-6) allowed acquisition of RF vs time displays (Figure 7.19). At 630 MHz there is distortion of pulse shape for $\pi/2 = 100, 200$ and 500 ns (Fig. 7.19 B, C, D). For $\pi/2=40$ ns (Fig. 7.19 A), the distortion is less conspicuous since the Bruker amplifier cannot reach full response in the short pulse time.
Figure 7.19 BLAH-300: Time and frequency domain displays of pulses at 630 MHz. A Tektronix scope equipped with a spectrum analyzer was used to observe the output of the Bruker amplifier at pulse widths of 40 ns (A), 100 ns (B), 200 ns (C) and 500 ns (D). In the time response of the RF amplitude and the bandwidth of the pulse are simultaneously plotted as identified in (A). The span of the spectrum analyzer is 250 MHz centered on 630 MHz.

Measurements of the amplifier output were made without the use of a resonator, representing a best case scenario. Given the sharp loss in power above 600 MHz, the Bruker 300 W amplifier was not an appropriate choice for pulse measurements in the range of 600-800 MHz, which was technically outside the specified range of the amplifier. The shape of the output pulses would make it difficult to properly define input pulse shapes that would compensate for resonator Q and increase spectral excitation bandwidth.
7.6.3 TOMCO 400 MHz – 1 GHz RF Amplifier

The TOMCO 400 MHz–1 GHz amplifier was evaluated at frequencies of 586 MHz and 698 MHz. According to the final test results from TOMCO, the peak power output at 0 dB is 480 W at 600 MHz, and 435 W at 700 MHz.

Testing in the Denver lab used pulse timing created by a PatternJet and measured the output of the amplifier through attenuators (total of 50 dB) to a 1 GHz bandwidth scope (Tek MDO4104-6). The RF frequency was generated as described in Sec. 7.4.2. Pulses of 12 ns to several hundred ns were created by the PatternJet. The rise and fall times and the maximum voltage of the attenuated output of the amplifier were measured.

At a pulse length of 200 ns, the magnitude of the amplifier output (in mV, after attenuation) was measured as a function of power. The signal measured in mV_{pp} was converted to V_{pp} converted and then to V_{rms}. The power into a 50 Ohm load can be calculated by equation (7.7).

\[ \text{Power (Watts)} = \frac{V_{\text{rms}}^2}{50 \ \Omega} \quad (7.7) \]

The power output from the TOMCO is calculated by correcting for the 50 dB of attenuation between the amplifier and the scope. The first system was first set to operate near 600 MHz. The pulses shown in Fig. 7.20 were collected at 586 MHz with 1 dB of attenuation in the bridge, and both have rise times ca. 5-10 ns.
Figure 7.20 TOMCO 400 MHz-1 GHz amplifier: RF pulse at 586 MHz. Pulse lengths are 52 ns (left) and 16 ns (right).

The shape of the 40 ns pulse from the BLAH300 amplifier (Fig. 7.16) was distorted in comparison to the 52 ns pulse (Fig 7.20) from the TOMCO amplifier. The comparison was at essentially the same frequency (586 vs. 587 MHz). The 16 ns pulse from the TOMCO (Fig 7.20, right) rose and fell symmetrically in contrast with the 40 ns pulse for the BLAH-300 amplifier (Fig.7.16). At an attenuation of 9 dB (ca. 60 W) there was sufficient power to optimize echo amplitude with this short pulse length.

An interest from the Chicago group in pulse trityl imaging at 700 MHz led to further characterization at that frequency. The increase in $T_1$ from 250 MHz to 600 MHz (see Fig. 7.11) would offer better signal to noise (though penetration depth would be sacrificed). The pulse shapes in Figures 7.21 were recorded under 12 dB attenuation at 698 MHz (ca. 27 W). Rise times were about 10 ns.
Figure 7.21 TOMCO 400 MHz-1 GHz amplifier: RF pulse at 698 MHz. The full pulse is shown on the right hand side, and an expanded view is shown on the left for estimation of rise time. Pulse lengths are 512 ns (top), 52 ns (middle) and 24 ns (bottom).
Figure 7.22 TOMCO 400MHz/1GHz: Linear power regions at 586 and 698 MHz. Power delivered at 586 MHz (■) and 698 MHz (●).

For the amplifier power output vs. input attenuation (Fig. 7.22), the response was measured on the Tek scope. For every 6 dB change in attenuation, an increase of 2x was expected in the height (measured in mV) of the signal on the scope. In contrast with the BLAH300 amplifier at 587 and 630 MHz (Fig. 7.17), the TOMCO amplifier only began to saturate slightly around 6 dB attenuation at 586 MHz. At 698 MHz, the power output appeared to be linear up to the last measured point of 2 dB attenuation.

For both the BLAH300 and TOMCO 400MHz-1GHz amplifiers, two-pulse echoes from a standard trityl sample were recorded to compare echo amplitude vs. pulse length and delivered power. Information regarding these tests are in single page “spec-sheets” in
Appendix C, along with a blank template spec-sheet for use with characterization of future RF amplifiers.

### 7.7 Testing Of High Power Amplifiers For Rapid Scan

#### 7.7.1 High power RF amplifier for rapid scan experiments

In the rapid scan experiment, spins spend less time on resonance in comparison with a continuous wave experiment. This allows for higher incident power (with an increase in signal-to-noise) at increasing scan rate of the experiment. To provide high operating powers to capitalize on the “rapid-scan” effect, a high power amplifier was developed for the VHF rapid-scan system. Since the RF is applied continuously during the experiment, lower noise characteristics are required than for high power pulse amplifiers. The first amplifier tested was manufactured by RF Bay, and had a maximum output of 5 W, but the amplified scan current was noisy and an enormous rapid-scan background was observed. A second amplifier, nominally 7 W, was purchased from Mini-Circuits and delivered a clean signal with a much smaller observed background signal. The actual measured output of the amplifier at 0 dB is 10 W.
Figure 7.23 Rapid Scan 7 W Amplifier: power output at 250 MHz is linear until about 10 dB attenuation (1.3 W), as the power measured at 20 dB was 130 mW.

Figure 7.23 shows the power output for the amplifier at attenuator settings from 40 to 0 dB. The output power at each attenuation was recorded directly into a power-meter with a 3W probe. A 10 dB attenuator was placed between the amplifier output and powermeter to stay within the linear region of the probe. The amplifier was also tested with resonator CLR-DU-4, to see how much power could be input to the resonator before leakage to the detection resonator overwhelmed the detection system. The reflected power at the rapid scan bridge was used as a readout of the isolation between the power and detection resonators. The detection system can become overwhelmed when isolation results in > 0 dBm on this readout. Up to 2.6 W incident on the resonator the reflected power remained stable. From 3.2-5.1 W the reflected power reading was not stable and
quickly rose to 0 dBm reflected power. The loss of isolation is likely due to heating of the resonator by the high incident powers. The rapid scan amplifier has also been used routinely with resonator CLR-CH-3, which is a higher efficiency resonator and was not designed for the same levels of incident power as CLR-DU-4. For short amounts of time, CLR-CH-3 can be used with up to 1 W of incident power without changing the isolation. CLR-CH-3 was routinely used with powers of 850 mW or less where the isolation was very stable.

7.7.2 Rapid Scan Resonated Coil Driver(s)

Of the five coil-driver types available in the DU lab, RCD 2B and RCD 3 were used most extensively for development of the rapid scan imaging in Chapter 6. During the rapid-scan experiment, a trigger is used by the RCD to synchronize data collection by the digitizer (SpecJet II) in the Bruker system. RCD3 triggers once every cycle, whereas RCD2B has an option to trigger one time every “n” cycles. At the high powers available from the amplifier described in 7.5.1, and at the largest imaging gradients where the EPR signal is smallest, the trigger signal is sufficient in amplitude to become a “glitch” which distorts the image. To overcome this problem one trigger from RCD2B could be used for the number of cycles to be collected up to 256. The number of rapid scan cycles is calculated by equation (7.8).

$$\text{Cycles} = \text{Scan Freq. (Hz)} \times \text{Timebase (ns)} \times \text{Number of Points} \quad (7.8)$$
If the calculated number of cycles was an integer number, the trigger could be set to that number of cycles exactly. Usually the number of cycles was not an integer number, so the trigger was set to the next highest cycle count.

A major contribution to the rapid scan background signal was discovered accidentally when comparing coil drivers RCD2B, RCD2A and RCD3 under high RF power conditions with the wide sweep coils (28 G/A). Figure 7.24 shows the difference between the background amplitude, which seemed to stem from the power amplifiers in each unit. RCD 2B was built with power amplifier PAD 111, while 2A was built with PAD 135.

![Figure 7.24 Rapid scan background signal as a function of power amplifier chip.](image)

Initial tests between RCD 2B (red) and RCD 2A (green) showed large differences in background signal (raw rapid scan data). Upgrading the amplifier in RCD 2A to the PAD 111 chip (blue) eliminated the large background signal.

For the spectra in Figure 7.24, experimental parameters were the same, but the difference in background signal for RCD2A with PAD135 amplifier (Fig. 7.24, green trace) compared with RCD2B with the PAD 111 amplifier (Fig. 7.24, red trace) was striking. RCD2A was retro-fitted with a PAD111 amplifier, and the observed background
signal improved dramatically (Fig. 7.24, blue trace). RCD3, which was also originally constructed with a PAD135 amplifier was retrofitted with the PAD11 as well, and showed a similar decrease in the background signal amplitude.

7.8 Summary

Development of pulse amplifiers and resonators is robust, and future characterization of amplifier specifications and resonator efficiencies serves to inform the operator of the correct set of conditions for a particular pulse experiment. The ability to measure relaxation times between 250 MHz and 1 GHz with CLR-DU-6 and CLR-DU-8 is exciting. The work in chapters 4 and 5 shows relaxation contributions can be varied and change quickly in this span of only 750 MHz. It will be important to continue comparison of scaling pulse resonators by looking at CLR-DU-6 and CLR-DU-7, since the in vivo collaborators in Chicago continue to put an emphasis on pulse EPR imaging.

A major contribution to the commercial development of rapid scan will be quantitative characterization of resonators, coil drivers and power amplifiers. Design of rapid scan resonators has focused on different themes from 2009 to 2014. From 2009-2011 the focus was different structural support for fine wire detection resonators (CLR-DU-1, CLR-DU-2). From 2011 into 2013 the focus was making the power resonator more robust, to increase the incident power which could be applied (CLR-DU-3, CLR-DU-4). Most recently we have turned towards mitigating the background signal so it does not overwhelm the EPR signal (CLR-CH-2 and CLR-CH-3). The sensitivity of rapid scan for in vivo imaging will be directly tied to the ability to suppress background signal in the
rapid-scan resonators. Fortunately the background which is coherent with the rapid scan experiment is derived from some feature of the resonator which can be changed, so that continued study of resonator design vs. background signal will most assuredly result in a more powerful rapid-scan technique.
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CHAPTER 8
SUMMARY AND COMMENTS ON FUTURE WORK

8.1 Review

The development of EPRI over the past twenty years has been amazing. The topics covered in Chapters 3-7 are small pieces in the context of the overall effort, and summarize the stories we are fairly confident about. In this final chapter, one example of the “next step” for each chapter topic from 3-7 is given. The hope is for a presentation of continuity, from where we have been, to the exciting places we have yet to explore.

8.2 Spin-Packet Linewidth, Experimental-Linewidth And Signal Intensity

Chapter 3 shows how complicated the relationship between observed linewidth, and true spin-spin relaxation time ($T_2$) can be. An interesting comparison is made between nitroxides $^{14}$N and $^{15}$N PDT (1a, 1b in Chapter 3) and the trityl radical Ox63 (6, base structure given in Fig. 1.2), all of which have $\Delta B_{pp} \sim 0.16$ G. For 1a and 1b the $\Delta B_{sp} = 0.09$ G and 0.07 G, respectively. The isotropic couplings to the deuterons of the four gem-dimethyl groups are relatively small, so $\Delta B_{sp}$ and $\Delta B_{pp}$ differ only by about a factor of two. For 6 the $\Delta B_{sp}$ is $\sim 0.005$ G at X-band [1], but the isotropic hyperfine is non-zero for many spins, so the line is broadened substantially and $\Delta B_{pp} \gg \Delta B_{sp}$. Figure 8.1 shows power saturation curves at X-band for 1a, 1b and 6. Spectra for all three were
recorded with the same gain settings and parameters on a Bruker EMX spectrometer. At low powers, the signal from 6 is clearly larger than from 1a. About 70% of the spectral intensity is present for the “single” line of 6, compared to only 33% in the center-field line of 1a and 50% in the low-field line of 1b. At high powers the signal from 1a and 1b are more intense than for 6. Since $T_1$ of 6 is an order of magnitude longer than for 1a and 1b, saturation begins to impact signal amplitude at much lower powers. The shorter $T_1$ of 1a/1b results in signal linearity with higher power compared to 6. The result at high power is higher signal intensity for 1a/1b than for 6, because the $T_1$ of 6 is much longer than 1a/1b. A central question for EPRI is “which radical gives the largest signal?” In order to answer, one must have knowledge of the conditions of the experiment, the observed $\Delta B_{pp}$ and the inherent $\Delta B_{sp}$ of the radical. Blanket statements of one radical type being the “best” under all conditions should be avoided. Instead, careful study of radical types will allow scientist to match the most appropriate radical to the EPRI technique required.
Figure 8.1 Power saturation curves at X-band. Data was collected on an EMX spectrometer with gain, modulation amplitude, time constant, conversion time, sweep time and sweep width kept the same for each radical. Plots of the signal amplitude as a function of the square root of power are given for 1a (Ch. 3) (○), 1b (Ch. 3) (●) and 6 (Ch.1) (●). Concentrations of 1a and 1b were 0.25 and 0.24 mM, respectively, while the concentration of 6 was 0.19 mM. Signal intensity for 1a and 1b was scaled to take into account the difference in concentration.

8.3 Tumbling Correlation Times For Nitroxides With Two Nitrogen Nuclei

The nitroxide tumbling correlation time modulates contributions to relaxation from spin rotation (Eq.3.3) and the modulation of A-anisotropy (Eq.3.3-3.5). In order to double check the tumbling time for the nitronyl radical (2) found in Sec. 4.3.2, the Denver lab collaborated with Dr. Stefan Stoll at the University of Washington to develop a simulation method for nitroxides with two nitrogen nuclei, similar to the theory for nitroxides with one nitrogen nucleus developed by Daniel Kivelson [2]. Dr. Stoll has
created and maintains the EasySpin© simulation software used by many in the EPR community.

Modeling uses parameters measured in the rigid-limit where the anisotropic parameters can be observed and also in the fast-motion regime where isotropic couplings are observed. By matching experimental data from 100 K to 300 K for the radical with simulations, an empirical model can be developed for how changes in \( \tau_R \) average anisotropies in the spectrum of \( \text{2} \). Components of the spectrum due to g-anisotropy have larger field separation as the frequency is increased, so CW spectra were recorded at both X-band and Q-band. From the empirical model a new simulation can be developed to calculate \( \tau_R \) for radicals like \( \text{2} \).

As described in Sec. 4.2.1 the acetoxy ester of the nitronyl radical is dissolved in \( \text{NaOH} \) to produce the EPR active \( \text{2} \). During preliminary experiments, a basic solution of \( \text{2} \) was simply combined 1:1 with 100% glycerol (added as a super-cooled glass-forming agent), yielding a solution that was ca. 0.25 mM in \( \text{2} \) and 50% glycerol. Under these conditions, values of \( T_1 \) for \( \text{2} \) were ca. 250 \( \mu \text{s} \). The CW spectrum suffered badly from passage effects, and resembled a field-swept-echo-detected spectrum (Fig. 8.2). Passage effects are observed when the modulation frequency (1/100 kHz = 10 \( \mu \text{s} \)) is fast relative to the spin lattice relaxation rate, 1/\( T_1 \) (1/250 \( \mu \text{s} \) = 4 kHz). Distortions are greater when the signal is also power saturated.
Figure 8.2 CW spectrum of nitronyl radical (2) in 1:1 H₂O:glycerol at 100 K at X-band. Modulation frequency is 100 kHz with 0.5 G modulation amplitude. 250 G sweep width in 41.9 seconds and 1024 points. Time constant = conversion time = 41 ms. Power incident on the resonator was 0.22 mW in this spectrum. The distortion was still present at incident powers of 0.022 mW.

In order to get well resolved CW spectrum free of passage effects, the T₁ would have to be shortened. At the same time, the T₂ must remain relatively unchanged so the amplitude of the CW signal is not reduced. This was accomplished by addition of ca. 30 mM Er(NO₃)₃ salt. (The details of why this lanthanide was selected over others will be found in the dissertation of fellow graduate student P. Aggarwal). Lanthanide salts precipitate out of solution at pH ≥ 6, and nitroxides decompose in strongly acidic solutions, which complicated the preparation. Unlike many nitroxides, 2 has a deep violet color which served as a good indicator of how low the pH could be adjusted while retaining some of the radical. Eventually a solution ≤ 0.3 mM in 2, 50% glycerol, 30 mM
in Er(NO$_3$)$_3$ at pH = 4 was made up and analyzed at Q-band (Fig. 8.3) and X-band (Fig. 8.4). In the presence of the lanthanide, T$_1$ was between 20 and 40 µs (dependent on m$_I$), while T$_2$ remained ca. 2µs, as it was in the absence of the lanthanide.
Figure 8.3 CW Spectra for 2 in the presence of lanthanide at Q-band. Small amounts of lineshape distortion can still be observed between high power (left) and lower power, (right).
Figure 8.4 CW Spectra for 2 in the presence of lanthanide at X-band. Small amounts of lineshape distortion can still be observed between high power (left) and lower power, (right).
At the time of this dissertation, Dr. Stoll is working on developing a two-nitrogen model for determining tumbling correlation time based on the data collected at the University of Denver.

8.4 The Longest Nitroxide $T_1$ In The Rapid Tumbling Regime

The models for relaxation mechanisms that contribute to $T_1$ were tested against $T_1$ values for a wide range of nitroxide radicals, with different structures and hyperfine values, and in different solvents in chapters 4 and 5. Assuming radicals similar to the $t$-butyl-pyrrolidine radical in chapter 5 (6) can be synthesized, Table 8.1 gives an estimate of how $T_1$ can be increased for $\tau_R = 20$ and 100 ps. The range of $\tau$ is an approximation of what may be characteristic of probes in a variety of in vivo environments. The modeling suggests an order or magnitude increase in $T_1$ could be achieved by synthesizing in vivo probes to be like 6 rather than radical $^{14}$N-PDT (1a). Slowing the tumbling decreases the contribution from spin rotation for both 1a and 6, but at longer $\tau$ the $T_1$ of 1a decreases due to a larger contribution from the END mechanism. For radicals like 6 where the contribution from A-anisotropy is reduced, the contribution from the END mechanism is smaller in comparison to radicals like 1a. No thermally activated process was included for the modeling of 6 in Table 8.1. Values of $T_1$ for 6 at frequencies between 34 GHz and 1.5 GHz indicate that it is not impacted by the same thermally-activated process assigned to radicals 1-3 (Chapter 3,4,5). In the absence of a thermally activated process and absent a large contribution from the END mechanism, it’s possible some other mechanism, like generalized spin diffusion (GSD), could be observed for radicals like 6. Further research
is warranted, due to the very large and positive impact this line of work could have on the design and synthesis of spin probes for \textit{in vivo} EPRI.

**Table 8.1 Predicted Values of $T_1$ in $\mu$s\textsuperscript{a}.**

<table>
<thead>
<tr>
<th>Frequency(GHz)</th>
<th>$1a$$^b$</th>
<th>6\textsuperscript{c}</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>20 ps</td>
<td>100 ps</td>
</tr>
<tr>
<td>34.5</td>
<td>2</td>
<td>6.3</td>
</tr>
<tr>
<td>9.5</td>
<td>0.67</td>
<td>2</td>
</tr>
<tr>
<td>2.5-3.0</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>1.5</td>
<td>0.4</td>
<td>0.15</td>
</tr>
<tr>
<td>0.25</td>
<td>0.5</td>
<td>0.13</td>
</tr>
</tbody>
</table>

\textsuperscript{a} Using $g$- and $A$- values for $1a$ and 6 from Table 5.1

\textsuperscript{b} Assuming contributions from Eq.(3.2),(3.3-3.4),(4.1-4.2)

\textsuperscript{c} Assuming contributions from Eq. (3.2), (3.3-3.4), (4.1)

**8.5 The Rapid Scan Background**

In chapter 7, Figure 7.24 highlights the rapid scan background described in section 7.1.2 induced by the rapidly changing magnetic field. Within the Eaton lab we have made a series of fortunate discoveries that lead to instrumentation changes which decreased the background. The background signal at 250 MHz increases with sweep width, power and magnetic field setting, though not linearly. The causes are likely many and interconnected. The improvements made in reducing the rapid scan background have already led to the ability to image concentrations of radicals ca. 5-10 $\mu$M and allowed full-spectrum data collection of nitroxides and other hyperfine-split spectra for image reconstruction. The systematic characterization of this background signal at wider sweep widths, and mitigation through resonator or coil driver design will be the single largest future improvement to the rapid scan technique. It is hoped that quantitative measures,
such as the mechanical resonance scans described in Section 6.2.3 will aid completion of this goal.

8.6 Final Thoughts

This dissertation is the result of two projects I was introduced to in April of 2009, involving selection of the best probe for EPRI, and extension of the capabilities for the 250 MHz pulse EPR system constructed in the Denver lab.

The first project concerned $^{14}$N vs. $^{15}$N nitroxides, and determination of which would be better for imaging at frequencies $< 1$ GHz. Isotopic substitution with $^{15}$N and $^2$H gave a smaller $\Delta B_{pp}$ in CW experiments [3] [4], but this was an expensive and time consuming modification. Isotopic substitution was driven by the fact that for CW experiments, only one of two ($^{15}$N) or three ($^{14}$N) lines could be used. At the very low frequencies for in vivo EPR, it was possible that Breit-Rabi shifts within the $^{14}$N and $^{15}$N lines would make one of the $m_I$ narrower than the others, and better for imaging. I spent a lot of time taking careful CW measurements and modeling the contribution from unresolved hyperfine to see if we could “eek” out just a little more signal intensity. These studies, along with relaxation time measurements at X-band, became the basis for Chapter 3.

The second project concerned pulse EPR measurement of nitroxide radicals at 250 MHz. This task was difficult, but it forced me to really learn how a pulsed experiment works, from a timing and instrument perspective, which is the basis for Sec. 2.6. Pulse EPR capabilities at 250 MHz facilitated the multi-frequency measurements in
Chapters 4 and 5, and opened the door to a completely new understanding of what contributed to the $T_1$ and $T_2$ of the nitroxide radicals. There is another set of nitroxides whose relaxation times are being measured in the lab currently by graduate student Laura Buchanan. These nitroxides differ in structure from many of those in Chapter 4 and 5, in the ways that we have suggested would increase $T_1$. Preliminary measurements do show much longer $T_1$ values, but I will let you look forward to how much longer as part of the story Laura will tell.

The rapid-scan experiments in Chapter 6 showed the superiority of the technique, in comparison to CW, for fast relaxing nitroxide probes. We have further developed the rapid-scan technique in a way that will revolutionize in vivo EPRI, which we are currently preparing for publication. Between our new rapid-scan imaging method for nitroxide probes, and the now well-developed pulse methods by the National Cancer Institute (NCI) for trityl probes, EPRI is primed for major contributions in pre-clinical and (eventually) clinical imaging applications.

“Lately it occurs to me,

What a long strange trip it’s been”

Robert Hunter
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APPENDIX A

Table A1. Frequency Dependence of $T_1$.\textsuperscript{a,b}

<table>
<thead>
<tr>
<th>Solvent</th>
<th>$\tau_R$ (ps)</th>
<th>33.9 GHz</th>
<th>9.4-9.5 GHz</th>
<th>2.5-3.0 GHz</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LF</td>
<td>CF</td>
<td>HF</td>
<td>LF</td>
</tr>
<tr>
<td>1a Toluene</td>
<td>4</td>
<td>0.40</td>
<td>0.37</td>
<td>0.36</td>
</tr>
<tr>
<td>Water</td>
<td>9</td>
<td>1.0</td>
<td>1.1</td>
<td>1.0</td>
</tr>
<tr>
<td>LMO</td>
<td>9</td>
<td>---</td>
<td>1.05</td>
<td>---</td>
</tr>
<tr>
<td>44% Gly</td>
<td>19</td>
<td>2.1</td>
<td>2.0</td>
<td>1.8</td>
</tr>
<tr>
<td>69% Gly</td>
<td>50</td>
<td>3.6</td>
<td>3.8</td>
<td>---</td>
</tr>
<tr>
<td>1b Water</td>
<td>9</td>
<td>1.1</td>
<td>---</td>
<td>1.2</td>
</tr>
<tr>
<td>2a Water</td>
<td>13</td>
<td>1.3</td>
<td>1.4</td>
<td>1.3</td>
</tr>
<tr>
<td>2b Water</td>
<td>13</td>
<td>1.4</td>
<td>---</td>
<td>1.4</td>
</tr>
<tr>
<td>3a Water</td>
<td>19</td>
<td>1.7</td>
<td>1.7</td>
<td>1.7</td>
</tr>
<tr>
<td>3b Water</td>
<td>19</td>
<td>1.9</td>
<td>---</td>
<td>1.9</td>
</tr>
<tr>
<td>4 Toluene</td>
<td>26</td>
<td>4.2</td>
<td>4.3</td>
<td>4.2</td>
</tr>
<tr>
<td>5 NaOH</td>
<td>25</td>
<td>2.1</td>
<td>2.1</td>
<td>2.1</td>
</tr>
<tr>
<td>6 Toluene</td>
<td>10</td>
<td>1.2</td>
<td>1.2</td>
<td>1.3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Solvent</th>
<th>$\tau_R$ (ps)</th>
<th>1.5 GHz</th>
<th>250 MHz</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LF</td>
<td>CF</td>
<td>HF</td>
</tr>
<tr>
<td>1a Toluene</td>
<td>4</td>
<td>0.37</td>
<td>0.37</td>
</tr>
<tr>
<td>Water</td>
<td>9</td>
<td>0.48</td>
<td>0.48</td>
</tr>
<tr>
<td>LMO</td>
<td>9</td>
<td>0.45</td>
<td>0.45</td>
</tr>
<tr>
<td>44% Gly</td>
<td>19</td>
<td>0.42</td>
<td>0.50</td>
</tr>
<tr>
<td>69% Gly</td>
<td>50</td>
<td>0.25</td>
<td>0.39</td>
</tr>
<tr>
<td>1b Water</td>
<td>9</td>
<td>0.58</td>
<td>---</td>
</tr>
<tr>
<td>2a Water</td>
<td>13</td>
<td>0.44</td>
<td>0.46</td>
</tr>
<tr>
<td>2b Water</td>
<td>13</td>
<td>0.61</td>
<td>---</td>
</tr>
<tr>
<td>3a Water</td>
<td>19</td>
<td>0.38</td>
<td>0.41</td>
</tr>
<tr>
<td>3b Water</td>
<td>19</td>
<td>0.58</td>
<td>---</td>
</tr>
<tr>
<td>4 Toluene</td>
<td>26</td>
<td>0.39</td>
<td>0.48</td>
</tr>
<tr>
<td>5 NaOH</td>
<td>25</td>
<td>0.54</td>
<td>0.76</td>
</tr>
<tr>
<td>6 Toluene</td>
<td>10</td>
<td>0.86</td>
<td>0.79</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Measured in deoxygenated samples at 293 ± 2 K. Values are in µs. The standard deviations for a minimum of three replicate measurements are 3 – 5 % for all frequencies.

\textsuperscript{b}For $^{14}$N LF, CF, and HF correspond to $m_I = +1, 0,$ and -1 respectively. For $^{15}$N LF and HF correspond to $m_I = +0.5$ and -0.5.

\textsuperscript{c}The value for the center field line was measured at 630 MHz, instead of 250 MHz.
Table A2. Frequency Dependence of T\textsubscript{2}.\textsuperscript{a,b}

<table>
<thead>
<tr>
<th>Solvent</th>
<th>(\tau_R) (ps)</th>
<th>33.9 GHz</th>
<th>9.4-9.5 GHz</th>
<th>2.5-3.0 GHz</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LF</td>
<td>CF</td>
<td>HF</td>
<td>LF</td>
</tr>
<tr>
<td>1a Toluene</td>
<td>4</td>
<td>0.35</td>
<td>0.36</td>
<td>0.25</td>
</tr>
<tr>
<td>Water</td>
<td>9</td>
<td>0.52</td>
<td>0.42</td>
<td>0.31</td>
</tr>
<tr>
<td>LMO</td>
<td>9</td>
<td>0.41</td>
<td>0.34</td>
<td>0.24</td>
</tr>
<tr>
<td>44% Gly</td>
<td>19</td>
<td>0.80</td>
<td>0.39</td>
<td>0.19</td>
</tr>
<tr>
<td>69% Gly</td>
<td>50</td>
<td>0.34</td>
<td>0.13</td>
<td>---</td>
</tr>
<tr>
<td>1b Water</td>
<td>9</td>
<td>0.52</td>
<td>0.35</td>
<td>0.35</td>
</tr>
<tr>
<td>2a Water</td>
<td>13</td>
<td>0.48</td>
<td>0.36</td>
<td>0.25</td>
</tr>
<tr>
<td>2b Water</td>
<td>13</td>
<td>0.47</td>
<td>0.28</td>
<td>0.33</td>
</tr>
<tr>
<td>3a Water</td>
<td>19</td>
<td>0.51</td>
<td>0.33</td>
<td>0.19</td>
</tr>
<tr>
<td>3b Water</td>
<td>19</td>
<td>0.63</td>
<td>0.25</td>
<td>0.71</td>
</tr>
<tr>
<td>4 Toluene</td>
<td>26</td>
<td>0.63</td>
<td>0.26</td>
<td>0.14</td>
</tr>
<tr>
<td>5 NaOH</td>
<td>25</td>
<td>0.46</td>
<td>0.38</td>
<td>0.25</td>
</tr>
<tr>
<td>6 Toluene</td>
<td>10</td>
<td>0.43</td>
<td>0.34</td>
<td>0.25</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Solvent</th>
<th>(\tau_R) (ps)</th>
<th>1.5 GHz</th>
<th>250 MHz</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LF</td>
<td>CF</td>
<td>HF</td>
</tr>
<tr>
<td>1a Toluene</td>
<td>4</td>
<td>0.31</td>
<td>0.35</td>
</tr>
<tr>
<td>Water</td>
<td>9</td>
<td>0.39</td>
<td>0.41</td>
</tr>
<tr>
<td>LMO</td>
<td>9</td>
<td>0.34</td>
<td>0.35</td>
</tr>
<tr>
<td>44% Gly</td>
<td>19</td>
<td>0.32</td>
<td>0.34</td>
</tr>
<tr>
<td>69% Gly</td>
<td>50</td>
<td>0.14</td>
<td>0.21</td>
</tr>
<tr>
<td>1b Water</td>
<td>9</td>
<td>0.46</td>
<td>---</td>
</tr>
<tr>
<td>2a Water</td>
<td>13</td>
<td>0.34</td>
<td>0.36</td>
</tr>
<tr>
<td>2b Water</td>
<td>13</td>
<td>0.42</td>
<td>---</td>
</tr>
<tr>
<td>3a Water</td>
<td>19</td>
<td>0.30</td>
<td>0.32</td>
</tr>
<tr>
<td>3b Water</td>
<td>19</td>
<td>0.39</td>
<td>---</td>
</tr>
<tr>
<td>4 Toluene</td>
<td>26</td>
<td>0.39</td>
<td>0.48</td>
</tr>
<tr>
<td>5 NaOH</td>
<td>25</td>
<td>0.45</td>
<td>0.6</td>
</tr>
<tr>
<td>6 Toluene</td>
<td>10</td>
<td>0.71</td>
<td>0.72</td>
</tr>
</tbody>
</table>

\textsuperscript{a} Measured in deoxygenated samples at 293 ± 2 K. Values are in µs. The standard deviations for a minimum of three replicate measurements are 3 – 6 % from 33.9 GHz to 1.5 GHz, and 10% at 250 MHz.

\textsuperscript{b} For \textsuperscript{14}N LF, CF, and HF correspond to \(m_I = +1, 0,\) and \(-1\) respectively. For \textsuperscript{15}N LF and HF correspond to \(m_I = +0.5\) and \(-0.5\), respectively.

\textsuperscript{c} The value for the center field line was measured at 630 MHz, instead of 250 MHz.
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The method used for the structures below is density functional method B1LYP with expanded valence basis set 6-31G*. A prior comparison with B3LYP and UHF methods for MSE2 show B1LYP predicted nitrogen hyperfine coupling ($A_I$, Fermi Contact Coupling in Gaussian) close to experimental values. The agreement between measured isotropic hyperfine in organic solvent and the model was surprising since no solvent molecules were included in the calculation.

All values listed below are in Gauss. The $A_I$ of natural isotope abundance piperidine tempone was calculated to be 14.9 G, compared to 16.3 G (aqueous) experimentally. This represents a difference ca. 10% between calculation and theory, however $A_I$ is commonly 10% larger in aqueous compared to organic solvents. Analysis of natural isotope abundance nitroxide with pyrrolidine rings, CTPO and the $^{14}$N-Proxyl synthesized by Dr. Rosen, gave theoretical $^{14}$N $A_I$ 35% less than experiment. Theoretical values for $A_I$ for each “novel” nitroxide considered for synthesis were scaled up by 10% and 35% to develop a qualitative idea of how small structure changes relate to $^{14}$N $A_I$. Fig. B1 shows the geometries for several types of nitroxide base structures. Table B1 compares the calculated $A_I$ with experimentally measured $A_I$.

Table B1. Comparison of modeled and experimental values of nitrogen isotropic hyperfine for five nitroxides. Radicals are identified in Fig. B1 below.

<table>
<thead>
<tr>
<th>Nitroxide</th>
<th>Mol. Mod. $A_I$ (G)</th>
<th>Exp. $A_I$ (G)</th>
<th>Exp. Solvent</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>14.9</td>
<td>16.3</td>
<td>Aqueous</td>
</tr>
<tr>
<td>B</td>
<td>12.3</td>
<td>16.3</td>
<td>Aqueous</td>
</tr>
<tr>
<td>C</td>
<td>11.9</td>
<td>16.3</td>
<td>Aqueous</td>
</tr>
<tr>
<td>D</td>
<td>4.8</td>
<td>4.7</td>
<td>Toluene</td>
</tr>
<tr>
<td>E</td>
<td>7.3/7.3</td>
<td>8.4</td>
<td>NaOH</td>
</tr>
</tbody>
</table>
Figure B1 Results of molecular modeling for different nitroxide structures. Modeled above are natural isotope (\(^{1}H,^{14}N\)) tempone (A), CTPO (B), Proxyl (C), \(t\)-butyl-pyrrolidine (D) and a nitronyl radical (E).
APPENDIX C

DATE: 12/18/13

RECORDED BY: JRB, NB#9, pg. 19

EQUIPMENT:
Bruker BLAH300 600 MHz

SAMPLE:
ID: E168
Radical: Trityl, Ox63
Created by/Date: JRB/
Preparation: 0.2 mM, H2O, de-gassed
Diameter: 16 mm o.d. (15 mm i.d.)

Liquid Column Height: 26 mm

BRIDGE CONFIGURATION:
Pre-Amp Gain: low
Video Gain: 200
Power: 74 W (10 dB), 181 W (4 dB)
Carrier Frequency: 590 MHz
(VHF Console, L-band Field Control)

RESONATOR:
Type: 16 mm variable frequency (585-900 MHz) solid copper bi-modal.
Coupling: Critically Coupled w/Q-spoil
Excitation: Q = 311, 400 V bias
Detection: Q = 168, 9 V bias
Q-spoil Detector Settings:
U1: 1000 ns

DATA:
\(\pi/2\): 80 ns (blue), 40 ns (red)
\(d_1\): 2 \(\mu\)s
\(d_0\): 1.1 \(\mu\)s
pg: 400 ns
Field Sweep: 8G, 256 steps
Program: BsweepQspoil4step
Variable Set: AmplifierCompare
DATE: 03/11/14

RECORDED BY: JRB, NB#9, pg.66

EQUIPMENT:
TOMCO 400 MHz to 1 GHz

SAMPLE:
ID: E168
Radical: Trityl, Ox63
Created by/Date: JRB/
Preparation: 0.2 mM, H$_2$O, de-gassed
Diameter: 16 mm o.d. (15 mm i.d.)
Liquid Column Height: 26 mm

BRIDGE CONFIGURATION:
Pre-Amp Gain: low
Video Gain: 200
Power: 12 W (16 dB), 48 W (10 dB), 480 W (0 dB)

Carrier Frequency: 589.5 MHz
(VHF Console, L-band Field Control)

RESONATOR:
Type: 16 mm variable frequency (585-900 MHz) solid copper bi-modal.
Coupling: Critically Coupled w/Q-spoil
Excitation: Q = 304, 450 V bias
Detection: Q = 172, 9 V bias

Q-spoil Detector Settings:
U1: 1000 ns
U2: 1060 ns

DATA:
\[ \begin{align*}
\pi/2 & : 80 \text{ ns (black)}, 40 \text{ ns (blue)}, 20 \text{ ns (red)} \\
n & = 2 \mu s \\
d_0 & = 1.4 \mu s \\
pg & = 500 \text{ ns} \\
Field Sweep & : 8G, 128 steps \\
Program & : BsweepQspoil4step \\
Variable Set & : AmplifierCompare
\end{align*} \]
DATE: 03/10/14
RECORDED BY: JRB, NB#9, pg.64-65

EQUIPMENT:
TOMCO 400 MHz to 1 GHz

SAMPLE:
ID: E168
Radical: Trityl, Ox63
Created by/Date: JRB/
Preparation: 0.2 mM, H2O, de-gassed
Diameter: 16 mm o.d. (15 mm i.d.)
Liquid Column Height: 26 mm

BRIDGE CONFIGURATION:
Pre-Amp Gain: low
Video Gain: 200
Power: 8.7 (17 dB), 54.8 W (9 dB), 435 W (0 dB)
Carrier Frequency: 693.9 MHz
(VHF Console, L-band Field Control)

RESONATOR:
Type: 16 mm variable frequency (585-900 MHz) solid copper bi-modal.
Coupling: Critically Coupled w/Q-spoil
Excitation: Q = 242, 450 V bias
Detection: Q = 139, 9 V bias

Q-spoil Detector Settings:
U1: 1000 ns
U2: 1060 ns
U3: 1000 ns

DATA:
\(\pi/2\): 80 ns (black), 40 ns (blue), 20 ns (red)
d_i: 2 \mu s
d_0: 1.1 \mu s
pg: 400 ns
Field Sweep: 8G, 128 steps
Program: BsweepQspoil4step
Variable Set: AmplifierCompare

\(\pi/2 = 80 \text{ ns (Amp. } = 2.0)\)
\(\pi/2 = 40 \text{ ns (Amp. } = 1.9)\)
\(\pi/2 = 20 \text{ ns (Amp. } = 1.6)\)
DATE: 
RECORDED BY: 
EQUIPMENT: 
SAMPLE: 
ID: 
Radical: 
Created by/Date: 
Preparation: 
Diameter: 
Liquid Column Height: 

**BRIDGE CONFIGURATION:**
Pre-Amp Gain: 
Video Gain: 
Power: 
Carrier Frequency: 

**RESONATOR:**
Type: 
Coupling: 

  Excitation: Q = 

  Detection: Q = 

Q-spoil Detector Settings: 
  U1: 
  U2: 
  U3: 

**DATA:** 

π/2: 
d₁: 
d₀: 
pg: 
Field Sweep: 
Program: 
Variable Set: 
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