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Substances containing unpaired electrons have been studied by electron paramagnetic resonance (EPR) for nearly 70 years. With continual development and enhancement of EPR techniques, questions have arisen regarding optimum method selection for a given sample based on its properties. In this work, radiation defects, natural lattice defects, solid organic radicals, radicals in solution, and spin-labeled proteins were analyzed using CW, pulse, and rapid scan EPR to compare methods. Studies of solid BDPA, E′ in quartz, N\textsubscript{5}\textsuperscript{0} in diamond, and a-Si:H, showed that rapid scan could overcome many obstacles presented by other techniques, cementing rapid scan as an effective alternative to CW and pulse methods.

Relaxation times of six nitrooxide radicals were characterized from 0.25-34 GHz, guiding synthesis of improved nitroxides for \textit{in vivo} imaging experiments. Processes contributing to T\textsubscript{1} of DPPH in polystyrene were found through variable temperature measurements at X- and Q-band, resolving previously-reported discrepancies in relaxation properties and providing new insight into this commonly-used standard.

In the history of EPR, the study of proteins is relatively new. Double electron-electron resonance (DEER) has emerged as a powerful technique for the study of amyloid fibrils, a class of protein aggregates implicated in a number of neurodegenerative disorders. Microtubule-associated protein tau forms fibrils linked to Alzheimer’s disease through seeded conversion of monomer. Self-assembly is
mediated by the microtubule binding repeats in tau, and there are either three or four
repeats present depending on the isoform. DEER was used to show that filaments of
3R and 4R tau are conformationally distinct and that 4R fibrils adopt a heterogeneous
mixture of conformations. Populations of 4R fibril conformations, which were
independently validated using a model system, can be modulated by introduction of
mutations to the primary sequence or by varying fibril growth conditions. These
findings provided unprecedented insights into the seed selection of tau monomers and
established conformational compatibility as an important driving force in tau fibril
propagation.

Lastly, DEER acquisition was improved through addition of paramagnetic metal
to spin-labeled protein, decreasing collection time, and through use of a novel spin label
with increased T₂, thereby lengthening the available acquisition window.
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</tr>
<tr>
<td>(Q)</td>
<td>Resonator quality factor</td>
</tr>
<tr>
<td>r</td>
<td>Distance between spins</td>
</tr>
<tr>
<td>R</td>
<td>Gas constant</td>
</tr>
<tr>
<td>RNA</td>
<td>Ribonucleic acid</td>
</tr>
<tr>
<td>S</td>
<td>Total spin quantum number</td>
</tr>
<tr>
<td>SDS</td>
<td>Sodium dodecyl sulfate</td>
</tr>
<tr>
<td>SEM</td>
<td>Standard error of the mean</td>
</tr>
<tr>
<td>SHQ</td>
<td>Super high quality factor</td>
</tr>
<tr>
<td>SL</td>
<td>Spin label</td>
</tr>
<tr>
<td>SNARE</td>
<td>Soluble NSF attachment protein receptor</td>
</tr>
</tbody>
</table>
SNR  Signal-to-noise
SR   Saturation recovery
SRT  Shot repetition time
Syn  Syntaxin 1A
T    Temperature
T₁   Spin-lattice relaxation time
T₁e  Electron T₁
T₁n  Nuclear T₁
T₂   Spin-spin relaxation time
T₄L  T4 Lysozyme
TEM  Transmission electron microscopy
TFA  Trifluoroacetic acid
ThT  Thioflavin T
Tₘ   Phase memory time
TPHIO 1,1,3,3-tetraphenylisoindolin-2-yloxyl
Tris 2-amino-2-hydroxymethyl-propane-1,3-diol
trityl Triarylmethyl
TWT  Traveling-wave tube amplifier
UPEN Uniform penalty
UV-Vis Ultraviolet-visible
VHF  Very high frequency
w    Scan width
WT  Wild-type
XhoI  Restriction enzyme
XL1-blue  Transformation-optimized *E. coli*
α  Tikhonov fitting parameter
γ  Gyromagnetic ratio
ΔB_{pp}  Peak-to-peak linewidth
Δ_{loc}  Local mode energy gap
θ_D  Debye temperature
μ  Electron magnetic moment
μ_B  Bohr magneton
ν  Frequency
τ  Time between pulses
τ_c  Tumbling correlation time
τ_{c,0}  Pre-exponential factor
τ_p  Pulse length
τ_r  Resonator ringdown
τ_R  Rotational correlation time
ω  Larmor frequency
Chapter 1: Electron Paramagnetic Resonance

Electron paramagnetic resonance (EPR) is a spectroscopic technique capable of providing both qualitative and quantitative information about samples containing unpaired electrons as radicals or paramagnetic centers. A number of discrete EPR techniques have been developed to study properties of these samples, many of which were utilized for the work reported in this dissertation. Thorough examinations of these techniques can be found elsewhere, allowing a more concise introduction to be presented here.

1.1 Samples

EPR shares many of the same physical principles as nuclear magnetic resonance (NMR). Whereas NMR probes nuclear spin states of an atom, EPR is used to study electron spin. EPR samples must therefore contain an unpaired electron, a characteristic of transition state metals, lattice defects, and organic radicals. The experiments presented in this dissertation include a sampling of lattice defect centers and organic radicals. This research started as a comparison of EPR techniques for the study of a variety of samples to determine the most appropriate technique based on properties of the sample. Over time, the focus evolved to application of EPR to biological samples, including improvements to data acquisition. The overall motivation, therefore, is to characterize a variety of unique samples using the different EPR techniques available in the Eaton lab.
1.2 Techniques

Determining which EPR technique to employ for a specific sample requires an understanding of the properties of the sample, in addition to the relevant information to be gained from the analysis. Many physical properties differ between paramagnetic species, including stability, sensitivity to pH and O₂ concentration, relaxation times, number of spins/concentration/size, and lossiness [1]. Each of these factors guide selection of EPR method, which consequently includes choice of microwave frequency, resonator capabilities (e.g. dual frequency, high sensitivity, high Q, filling factor), and detection system. The techniques available in the Eaton lab are explained in the following sections, and Chapter 2 describes the instruments used to perform these experiments.

1.2.1 The EPR Signal

The EPR phenomenon is observable for systems with nonzero electron spin, S [2]. The spin exists in a defined energy level, and introduction of an external magnetic field, B₀, splits this energy into two states (Figure 1.1). This is called the Zeeman Effect. The lower energy state, or β state, corresponds to the energy associated with alignment of the projection of the net magnetization vector along the direction of the field. The higher energy state, or α state, corresponds to alignment of the spins against the magnetic field. An electron has mₛ = ±½, where -½ describes the β states and +½ describes the α states. The separation between the states is called the Zeeman Energy:

\[ \Delta E_Z = \hbar \nu = g \mu_B B_0 \]  

(1.1)
As with any electromagnetic radiation, energy is proportional to frequency, $\nu$, where $h$ is Planck’s constant. The Bohr magneton, $\mu_B$, is a constant that describes the magnetic dipole moment of an electron. The g-value, $g$, describes the coupling of spin and orbital angular momentum according to the following equation:

$$g = 1 + \frac{J(J + 1) + S(S + 1) - L(L + 1)}{2J(J + 1)}$$  (1.2)

For a free electron, $L = 0$ and $J = S$, reducing Equation 1.2 to $g = 2$. Relativistically, $g = 2.00232$, and this value serves as a first approximation of the g-value for many radicals studied by EPR [3]. Local environments and anisotropy can have a substantial effect on the g-value and, subsequently, the resonant field and appearance of the EPR signal [2, 3]. Anisotropic g-values arise from anisotropic electron distributions and result in dependence of the EPR spectrum on orientation of the molecule within the magnetic field. A system with axial symmetry will have two g-values, $g_\parallel$ and $g_\perp$, while lower symmetry species have g-values that are different along each axis, $g_{xx}$, $g_{yy}$, and $g_{zz}$ [3]. Anisotropy in g-values is averaged for rapidly tumbling radicals in solution. g-values are similar to chemical shifts in NMR spectroscopy and are likewise a tool for distinguishing between different samples [3, 4]. Table 1.1 provides g-values, isotropic and anisotropic, for the samples studied in this work.
Figure 1.1. An electron in a magnetic field experiences the Zeeman Effect. The applied field splits the energy level into two states aligned along ($\beta$) or against ($\alpha$) the magnetic field. The energy separation between the states is called the Zeeman Energy ($E_z$).

Hyperfine splitting, another spectral feature shared by NMR and EPR, is also a valuable tool for sample identification. Atomic nuclei with nonzero magnetic moments project a local magnetic field on nearby electrons that modulates the field imposed by the instrument magnet. This effect splits the signal into multiple signals according to Equation 1.3:

$$\text{# of hyperfine lines} = 2nI + 1$$  \hspace{1cm} (1.3)

where $n$ is the number of symmetry-equivalent nuclei in the molecule and $I$ is the nuclear spin. If the contribution from the nuclei increases the magnetic field felt by the electron, then the signal is shifted downfield and the converse if the magnetic field is decreased [2]. Like g-values, hyperfine interactions, $A$, can be isotropic or anisotropic [3]. These properties used together provide unique fingerprints for the molecular structures of samples studied by EPR.
<table>
<thead>
<tr>
<th>Radical</th>
<th>Matrix</th>
<th>$g (g_{xx}, g_{yy}, g_{zz})$</th>
<th>Ref.</th>
<th>Section</th>
</tr>
</thead>
<tbody>
<tr>
<td>E’ defect in quartz</td>
<td>solid</td>
<td>2.00179, 2.00053, 2.00030</td>
<td>[5]</td>
<td>3.1</td>
</tr>
<tr>
<td>Irradiated tooth</td>
<td>solid</td>
<td>2.0032, 1.9973, 2.0016</td>
<td>[6]</td>
<td>3.2</td>
</tr>
<tr>
<td>$N_s^0$ diamond</td>
<td>solid</td>
<td>$\parallel 2.0029, \perp 2.0031$</td>
<td>[7]</td>
<td>4.1</td>
</tr>
<tr>
<td>Hydrogenated silicon</td>
<td>solid</td>
<td>$\parallel 2.0042, \perp 2.0065$</td>
<td>[8]</td>
<td>4.2</td>
</tr>
<tr>
<td>BDPA-solid</td>
<td>solid</td>
<td>2.00263, 2.00260, 2.00257</td>
<td>[9]</td>
<td>5.1</td>
</tr>
<tr>
<td>BDPA-dissolved</td>
<td>water</td>
<td>2.0026</td>
<td>[10]</td>
<td>6.1</td>
</tr>
<tr>
<td>DPPH</td>
<td>solid</td>
<td>2.0036 ± 0.0003</td>
<td>[11]</td>
<td>5.2</td>
</tr>
<tr>
<td>Galvinoxyl</td>
<td>hexane</td>
<td>2.00457</td>
<td>[12]</td>
<td>6.1</td>
</tr>
<tr>
<td>Thianthrene</td>
<td>TFA</td>
<td>2.0084</td>
<td>[13]</td>
<td>6.1</td>
</tr>
<tr>
<td>Tempone</td>
<td>decalin</td>
<td>2.0060</td>
<td>[14]</td>
<td>6.2</td>
</tr>
<tr>
<td>Nitronyl</td>
<td>benzene</td>
<td>2.0065</td>
<td>[3]</td>
<td>6.2</td>
</tr>
<tr>
<td>TPHIO</td>
<td>decalin</td>
<td>2.0059</td>
<td>[14]</td>
<td>6.2</td>
</tr>
<tr>
<td>MTSL</td>
<td>water</td>
<td>2.00551</td>
<td>[15]</td>
<td>7</td>
</tr>
<tr>
<td>Spirocyclohexyl-SL</td>
<td>benzene</td>
<td>2.0060</td>
<td>[16]</td>
<td>8.4</td>
</tr>
</tbody>
</table>

Table 1.1. g-values for paramagnetic species presented in this dissertation. Anisotropic g-values are given for solid samples and appear as presented in the provided reference.

1.2.2 Continuous Wave

Continuous wave (CW) EPR is the most commonly used technique and provides a direct measurement of the resonance condition in Equation 1.1. This method requires scanning the magnetic field during continuous excitation of the sample using microwave radiation at frequency $\nu$. The resonance condition is met when the field position matches the applied frequency for a sample with a given $g$-value (Equation 1.1). At this point in the spectrum, the absorbed radiation excites the spins to the upper level spin state that is a consequence of the Zeeman Effect. The EPR signal will appear as the derivative of absorption due to the phase-sensitive detection method necessary to measure modest signals against often difficult noise conditions [2]. EPR signals are
naturally weak as a result of the relatively small Zeeman Energy separating spin states. The populations of the states, \( N_x \), prior to excitation are described by the Boltzmann distribution:

\[
\frac{N_B}{N_A} = e^{g\mu_B B_0/kT} \tag{1.4}
\]

\( N_A \) refers to the upper level \( \alpha \) state and \( N_B \) to the lower level \( \beta \) state. For a resonance centered at \( g = 2 \) measured at X-band (9.5 GHz), the populations of the upper and lower states are nearly equal, differing by only 0.15\% according to Equation 1.4. This value assumes room-temperature measurement, but the relative populations can be altered by increasing frequency and decreasing temperature [3]. Signal intensity is increased over 10-fold by running the same sample at Q-band (34 GHz) and 80 K, where the separation of states is around 2\%. Although these parameters greatly improve the signal to noise ratio (SNR), the net magnetization is still quite small, demonstrating the sensitivity of EPR to the detection of very small signals.

A number of phenomena can affect the properties (shape, linewidth, amplitude, etc.) of a CW spectrum. Spin relaxation is the most important contribution to the EPR signal for the research presented here. Relaxation of excited spins is described by \( T_m \), \( T_2 \), and \( T_1 \). Spins existing within a magnetic field are not static but precessing about the z-axis, which is aligned parallel to the direction of the applied field (Figure 1.2A). Keeping in mind the slight difference in populations of \( \alpha \) and \( \beta \) state spins, the projection of the net spin magnetization is along the z-axis, aligned with the field (Figure 1.2B). Considering the net magnetization of spins in the 3-dimensional magnetic field of Figure 1.2B provides a useful setting by which relaxation can be described.
Figure 1.2. Spin alignment within the magnetic field. Spins precess about the z-axis, with a slightly higher population in $m_s = -\frac{1}{2}$ (A). The projection of the net magnetization ($M_0$) is therefore along the z-axis, aligned with the magnetic field ($B_0$, B).

Spin dephasing, $T_m$. In a pulse experiment, spins aligned with the magnetic field that absorb photons of microwave irradiation delivered by a pulse are flipped from the z-axis into the xy-plane, perpendicular to the direction of the field. The spins immediately begin to dephase within the xy-plane, creating a free-induction decay (FID) signal. The FID is a measure of the disappearance of magnetization signal with time [17]. $T_m$ describes only the dephasing of the spins, and if there are additional interactions of the spins with the surroundings, this value may be altered [18]. Processes contributing to variation in $T_m$ include instantaneous diffusion, spectral diffusion, nuclear spin diffusion, rapidly relaxing neighboring species, and molecular motions. $T_m$ has been used interchangeably with $T_2$ in some articles in the literature, but the two processes are only truly identical if the experimental decay can be fit by a single exponential function and conditions are chosen to exclude confounding effects [18].
Spin-spin relaxation, $T_2$. The interaction of nuclear spins with the dephasing electron spins is described by $T_m$. For a system containing few nuclear spins, $T_2$ provides a reasonable estimate of $T_m$. In this case, dephasing is defined by dipole-dipole interactions between excited and ground-state spins, leading to mutual spin flips between coupled electrons [19]. $T_2$ can then be described according to Equation 1.5:

$$T_2 = \frac{\hbar r^3}{2\pi \mu^2}$$  \hspace{1cm} (1.5)

where $\hbar$ is Planck’s constant, $r$ is the distance between spins, and $\mu$ is the magnetic moment of the electron [20]. $T_2$ is a contribution to $T_m$, and in some cases, including radicals tumbling rapidly in solution, $T_m = T_2$. Throughout the remainder of this dissertation, $T_2$ will be used to describe this process.

$T_2$ can have a large effect on the appearance of the EPR signal in a CW experiment. Faster relaxation times correspond to broader CW spectra, and if $T_2$ is too short, the signal may not be visible by CW. Generally, if the CW spectrum cannot be seen, other EPR techniques will also be silent. Conversely, slower relaxation leads to narrow CW spectra. The CW linewidth can be described in terms of $T_2$ using Equation 1.6 [2]:

$$\Delta B_{pp} = \frac{2}{\sqrt{3}\gamma T_2}$$  \hspace{1cm} (1.6)

$\Delta B_{pp}$ is the linewidth (peak-to-peak) and $\gamma$ is the gyromagnetic ratio. This equation is valid only for a Lorentzian-shaped CW line which contains no unresolved hyperfine interactions. If the lineshape is Gaussian, as differentiated by a series of descriptive equations, the unresolved hyperfine changes $\Delta B_{pp}$ so that it is not proportional to $T_2$. 
Additionally, Equation 1.6 only holds if the incident microwave power is low enough to avoid spin saturation. If the EPR line is saturated, $T_1$ becomes a significant contribution to linewidth.

*Spin-lattice relaxation, $T_1$.* Considering again the net magnetization of spins within a magnetic field (Figure 1.3B); $T_1$ refers to the return to equilibrium along the $z$-axis following microwave perturbation. Whereas $T_2$ is an entropic process, $T_1$ is enthalpic, and is caused by loss of energy to the lattice [19]. The lattice is described as the environment surrounding the electron that is capable of absorbing this lost energy. The earliest studies of relaxation times were performed on solids, so the lattice referred exclusively to the crystal lattice [22]. Although the term, “lattice” is still used, the definition has been extended to include solvents and other neighboring species. A variety of processes contribute to the magnitude of $T_1$, many of which are described in greater detail in sections 5.2.3 and 6.2.4.

As mentioned above, the CW linewidth is not described by Equation 1.6 if the spins are saturated by the microwave power. Saturation refers to the process by which spins in the $\beta$ state have been excited into the $\alpha$ state and have not relaxed sufficiently to repromote with additional incident radiation. This phenomenon leads to decreased intensity of the CW signal. To fully understand the cause of power saturation, it is important to introduce the Bloch equations, which describe the net magnetization vector in terms of relaxation times [23]. The Bloch equations have a variety of different forms based on the simplified relationship $\frac{dM}{dt} = \gamma(M \times B)$, where $M$ is the net magnetization vector, $B$ is the magnetic field, and $\gamma$ the gyromagnetic ratio. The cross product can be
expanded into 3 dimensions, and the simplest derivation for description of saturation is shown in Equations 1.7A-C [23].

\[
\frac{dM_x}{dt} = \gamma (M_y B_z - M_z B_y) - \frac{M_x}{T_2} \tag{1.7A}
\]

\[
\frac{dM_y}{dt} = \gamma (M_x B_z - M_z B_x) - \frac{M_y}{T_2} \tag{1.7B}
\]

\[
\frac{dM_z}{dt} = \gamma (M_x B_y - M_y B_x) + \frac{M_0 - M_z}{T_1} \tag{1.7C}
\]

It is clear from the Bloch equations in this form that if \( B_i \) is too large, the magnetizations along \( x \) and \( y \) (\( M_x, M_y \)) approach zero. This occurs if the rate of absorption is of the same order or greater than the relaxation rate. Samples with long relaxation times commonly saturate at a low power, leading to distortion of the CW signal. The saturation factor, derived from the Bloch equations, must be \( \sim 1 \) to collect an undistorted lineshape [2]:

\[
s = \frac{1}{1 + \gamma^2 B_1^2 T_1 T_2} \tag{1.8}
\]

Whereas \( B_i \) refers to the directionality of the magnetic field in Equations 1.7A-C, \( B_1 \) in Equation 1.8 is the applied magnetic field perpendicular to the \( z \)-axis. For a sample that satisfies Equation 1.6, the CW linewidth can be linked to relaxation time for the saturation-broadened line as described by Equation 1.9 [2]:

\[
(\Delta B_{pp})^2 = \frac{4}{3} \left( \frac{1}{\gamma^2 T_2^2} + B_1^2 \frac{T_1}{T_2} \right) \tag{1.9}
\]
To determine whether a specific applied field, $B_1$, is responsible for spin saturation, it is common to collect a power saturation curve, in which the CW signal intensity is plotted as a function of the square root of the incident power $[24]$. Because $B_1$ is proportional to $\sqrt{P}$, the power at which saturation begins is seen as a deviation from linearity in the curve. A power saturation curve for a hydrogenated silicon sample is shown in Figure 4.11.

When considering which method is appropriate for a particular sample, CW EPR is ideal for quantitative measurements of $g$-values, hyperfine splitting, and spin concentration, in addition to samples with very wide spectra or short relaxation times that cannot be measured directly using pulse methods. CW is typically the method of choice for standard observation of paramagnetic species.

1.2.3 Rapid Scan

By design, CW EPR is a slow technique due to the necessity for spins to relax sufficiently to collect an undistorted spectrum. Performing a slow enough scan requires the following criteria be met:

$$\frac{d\delta}{dt} \ll \frac{1}{\sqrt{T_1 T_2}} \quad \text{where} \quad \delta = \frac{B_0 - B^*}{B_1}$$

(1.10)

$B_0$ refers to the field along the z-axis, $B^*$ is the resonant field, and $B_1$ is the applied field $[23]$. Equation 1.10 reveals that during a successful CW experiment, the square of the ratio of the applied magnetic field to the rate of change in magnetic field is much greater than the reciprocal of the product of the relaxation times, $T_1$ and $T_2$. This is commonly not the case for samples with very long relaxation times. As a result, the CW signal
must either be collected at very low power or contain distortions that are not always obvious. Solving Equation 1.10 for an immobilized nitrooxide radical, such as the MTSL spin label used for DEER measurements at 80 K (Chapter 7, $T_1 = 700 \mu$s and $T_2 = 2 \mu$s), slow scan is achieved by scanning 1 G/s at 1 $\mu$W incident power. As $T_1$ increases below 80 K, however, slow-passage CW is inaccessible using the same parameters. For samples with a significant contribution from spectral diffusion, $T_2$ can be replaced by this faster process [25].

If the CW signal is scanned through resonance too rapidly according to the conditions in Equation 1.10, the spectrum contains passage effects. These were described by Bloch in 1946 [23], and the first use of this phenomenon to interpret spectra followed several years later [26]. Since then, a number of researchers have contributed to the theoretical understanding of rapid passage [22, 27, 28], including a thorough examination by Weger [29]. Exploitation of passage effects to obtain useful information on samples with long relaxation times and to improve SNR has been attempted by various groups [30-32]. Rapid scan EPR, developed in the Eaton lab [33], involves scanning the magnetic field (or frequency [34]) rapidly through resonance, using deconvolution to obtain the absorbance signal [35]. The principles of rapid scan EPR are equivalent to those of rapid scan NMR [20], including recovery of the absorption signal through deconvolution [36].

The CW distortions caused by passage effects include the appearance of the derivative signal as absorption and flipping of the spectrum when scanning from high to low field [2]. Distortions are more evident when the power and modulation amplitude
are varied. In rapid scan, the field is scanned much faster than a CW experiment, and this often results in “wiggles” trailing the absorbance-like signal [37]. Passage effect distortions of this kind are not always seen, but were first reported in 1956 [38]. If present, the number of wiggles in the spectrum increases with increasing scan rate.

Rapid scan wiggles decay in a time proportional to $T_2$, including contributions from inhomogeneous broadening. The spectra can therefore be simulated to obtain information about the relaxation properties of the sample [39]. As shown previously, this is also a feature of CW EPR, and it is possible to obtain $T_2$ and $T_1$ through linewidth simulation as a function of incident power (Equation 1.9) and power saturation experiments. However, there are important advantages of using rapid scan over CW. It is often difficult to know whether the CW signal for a specific sample is being distorted, either by passage effects or use of too large a modulation amplitude. Rapid scan is not susceptible to these kinds of distortions, so the derived lineshape is more accurate than CW [40]. Additionally, there can be physical properties of a sample, such as heterogeneity, that are undetectable by CW but become clear when rapid scan is used for comparison [41].

SNR is improved for rapid scan over CW for several reasons. Because the field is scanned quickly, the sample is on resonance for a very short time, and the spins do not saturate as readily. A higher $B_1$ can therefore be applied using rapid scan, improving the SNR. This effect can be quite large for samples with extremely long relaxation times [42]. The rapid field sweep also allows for acquisition of many more signal averages than are possible using CW in the same amount of time. Characterization of
the improvement in SNR using rapid scan was the end goal of many experiments presented here.

Due to the long history of CW EPR, most magnetic resonance spectroscopists are well-versed in interpretation of a CW spectrum. Interpretation of rapid scan data is slightly more complex, requiring deconvolution to recover the absorption spectrum from the rapid scan signal. The process of deconvolution was developed by Mark Tseitlin in the Eaton lab for sinusoidal magnetic field scans [35]. For direct comparison to CW, the derivative spectrum can be found from the absorption signal via pseudomodulation [43, 44].

There are many advantages to rapid scan over other EPR techniques. Although it is a relatively new method, the Eaton lab has already demonstrated the benefits of rapid scan for spin trapping and \textit{in vivo} imaging [45, 46].

\textbf{1.2.4 Pulse}

\(T_1\) and \(T_2\) relaxation can be calculated from both CW and rapid scan EPR, or can be measured directly using pulsed EPR. Most pulse techniques rely on the formation of a spin echo, which was first described in 1950 by Erwin Hahn, for whom the echo is named [47]. Hahn described the spin echo for NMR in terms of the Bloch equations (Equations 1.7A-C) and the distributions of spins within the magnetic field. The first spin echo used for an EPR experiment was described several years later by Richard Blume [48], who furthermore demonstrated that \(T_1\) and \(T_2\) measured by pulse techniques matched the values predicted by Bleombergen, Pound, and Purcell [20].
Any two microwave pulses form an echo, which develops through changes to the magnetization of the spins [49]. Figure 1.3 shows the evolution of the magnetization in a two-pulse sequence. The first pulse is a $\pi/2$ pulse, or a $90^\circ$ pulse, which flips the net magnetization from the z-axis, aligned with the magnetic field, into the xy-plane (Figure 1.3A). Focusing on the xy-plane, the spins begin to diphase immediately following the $\pi/2$ pulse, creating an FID. The sample is then subjected to a $\pi$ pulse, or $180^\circ$ pulse, which flips the spins within the plane but does not alter the direction in which the spins are dephasing. The spins are now moving back together, and the position at which the echo reaches a maximum amplitude corresponds to complete spin convergence. With no additional perturbation, the spins continue dephasing along the same path, completing the echo. Figure 1.3B breaks down each of these changes in magnetization within the xy-plane.

**Figure 1.3.** Changes in net spin magnetization for a two-pulse experiment. The $\pi/2$ pulse flips the magnetization from the z-axis $90^\circ$ into the xy-plane (A). The spins dephase in the plane, followed by a $180^\circ$ $\pi$ pulse, after which the spins refocus, creating an echo (B).
The spin echo is utilized in several ways when performing a pulse experiment. A field-swept echo-detected spectrum can be recorded to determine the maximum echo height at which relaxation measurements would give the best SNR. Additionally, relaxation may vary based on g-value, which can be determined using field sweep. This type of measurement does not resolve the hyperfine splitting as well as CW, which employs phase-sensitive detection, because the pulses excite a smaller number of spins. Once the desired field position is determined, an echo is collected, and the required detector gate is selected based on the full-width at half-maximum (FWHM) height of the echo (Figure 1.4, dashed). The gate determines the position in the echo at which the relaxation signal will be recorded. Using a narrow gate decreases the bandwidth which broadens the signal somewhat. Encompassing the entire echo within the gate decreases SNR by broadening the bandwidth, but provides more detailed spectral features [50]. For this reason, the FWHM is used as a compromise between SNR and spectral resolution.

*Spin echo decay.* The echo formed from two pulses reaches a maximum amplitude at the same time after the center of the second pulse as the time between the center of the first two pulses (Figure 1.3B). In a spin echo decay experiment, the distance between the two pulses is gradually increased (Figure 1.4). The echo amplitude decreases with increasing time between pulses, until the echo is no longer detectable. The echo decays in a time proportional to $T_2$. Measuring $T_2$ by echo decay is advantageous because the signal is not subject to distortions or broadening like CW
linewidths. However, if the $T_2$ is short relative to the instrument dead time, the signal cannot be recorded and this technique is unusable.

**Figure 1.4.** Spin echo decay is used to measure $T_2$. The echo achieves maximum amplitude at the time equivalent to the distance between the center of the pulses. Increasing this distance causes the echo to decay in a time proportional to $T_2$. For experimental measurement of relaxation times, the gate is set (dashed line) at the FWHM echo amplitude.

**Inversion recovery.** Inversion recovery (IR) is a method by which $T_1$ is measured using a three-pulse sequence. An additional $\pi$ pulse positioned before the $\pi/2$ pulse inverts the net magnetization along the $z$-axis. The spins begin to relax to equilibrium along the direction of the magnetic field with a time constant, $T_1$. During this relaxation, the additional two pulses are applied, forming an echo that measures the magnetization along the $z$-axis [18]. The echo is inverted due to the initial $\pi$ pulse, and as a result, the decay of the echo is also flipped and appears as a recovery.

Because any two pulses form an echo, the additional pulse employed in IR creates unwanted echoes. The IR experiment creates 5 echoes: the desired IR echo, an echo from the first and second pulse, from the first and last pulse, from the first echo
and last pulse, and a stimulated echo that is formed from all three pulses [44]. Pulse
detection includes phase cycling, to remove the unwanted echoes [51]. IR experiments
typically employ 2-step phase cycling, while experiments using more than three pulses
may require additional phase cycling.

The pulse lengths used in IR make this technique susceptible to interference
from spectral and spin diffusion [52]. Oftentimes, the spins that are excited are not the
spins that are measured, meaning that the excitation energy is transferred to neighboring
spins [18]. Diffusion processes can have a large effect on measured values of $T_1$. The
spectrum must be adequately narrow for full inversion by the initial $\pi$ pulse, which is
ture of few spin systems [44]. Interference from diffusion was not a problem for the
narrow nitrooxide radicals studied in Chapter 6, but was evident from the high
concentration diamond sample in Chapter 4 and DPPH in polystyrene in Chapter 5. IR
is not the preferred method for measurement of very broad spectra or very long
relaxation times, but is useful for adequately dilute systems or rapidly tumbling radicals.

**Saturation recovery.** Saturation recovery (SR) measures $T_1$ using a single pulse
and does not require formation of a spin echo. Additionally, SR uses CW excitation
and detection, making this method intermediate between pulse and CW in both theory
and instrumentation. A long, low-power pulse is used to excite all of the spins that
communicate via spin diffusion. The spins then return to equilibrium along the $z$-axis,
and this is detected at low power with a nonsaturating continuous stream of microwave
irradiation [18]. The length of the saturating pulse is dictated by expected values of $T_1$. 
Pulse lengths are typically set to ~10 times $T_1$ (though not always [17]) and are on the order of μs, whereas pulse lengths for spin echo methods are ns in length.

There are several advantages to SR over IR for $T_1$ measurements. Spectral diffusion is suppressed through excitation of more spins [18], so $T_1$ may be longer (and more accurate) when measured by SR compared to IR. Agreement of $T_1$ values measured by SR and IR serves as an indication that spectral diffusion is minimal. The absence of additional relaxation processes also means that SR curves fit well to single exponential functions in most cases [17]. The difficulty with accurate fitting of multiexponentials is expanded on in Section 4.2.4. Samples with very short $T_2$ relaxation may be inaccessible using pulse techniques that require formation of a spin echo. For this reason, SR is advantageous because it is not limited by $T_2$ [18].

It is important to mention some significant disadvantages to SR. CW detection is not as sensitive as spin echo detection, resulting in poor SNR for SR. For a very weak or noisy sample, the advantages of SR over IR may not compensate for the reduced SNR. Several weak samples, including irradiated teeth (Chapter 3), were attempted by SR but no signal was seen. Additionally, CW excitation and detection requires nearly perfect resonator tuning, which is achievable but difficult. Lastly, if the pulse lengths and power settings are not chosen correctly, interpretation of the recovery may become complicated [17]. This can typically be avoided through iteration of varying pulse lengths and powers. It is clear that SR may be the method of choice for strong samples with significant contributions from spectral diffusion or very short $T_2$. 
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**Double electron-electron resonance (DEER).** A unique quality of pulsed EPR is that pulse sequences can be designed to measure desired interactions between spins. This feature expands the capabilities of pulsed EPR to more than measurements of relaxation times. DEER is a pulse technique used to measure distances between two or more spin labels, with particular application to proteins. Proteins can be difficult to study using other available methods. X-ray crystallography relies on the ability of the protein to form a single crystal, and if this is achieved, the crystal structure may differ from the structure in solution. NMR has an inherent size limitation of roughly 30 kDa [53] for the study of proteins due not only to the complicated spectra that arise, but more importantly the decrease in tumbling rate of larger proteins. DEER overcomes these obstacles, as it can be used to study a protein in any state (crystalline, solid, solution, or membrane), and tumbling rate is unimportant as the spins are immobilized by measuring at low temperature.

DEER, sometimes referred to as PELDOR (pulsed-ELDOR), is a four-pulse sequence that utilizes two excitation frequencies to differentiate between spins. ELDOR was originally developed to overcome cross relaxation, the dominant process for nearby spins excited with a single frequency [44]. DEER was first described in 1981 using a three-pulse sequence in which H atoms were selectively excited at one frequency and the effect monitored by frozen hydroquinone radicals at a second frequency [54]. Several years later, the technique was used to study distances between rigid biradicals [55]. Recently, applications have focused more on the study of polymers and proteins [56], as it is a powerful tool to study conformational differences.
The nature of the DEER signal has been described both mathematically [57] and theoretically [56] by two scholars who have been instrumental to evolution of the technique. Figure 1.5 was inspired by Gunnar Jeschke’s review on DEER of protein systems. DEER measures the distance between spins in a rigid system that are separated by no more than ~6 nm (Figure 1.5A). Advancements to the maximum measurable distances are described in Chapter 8. Performing a pulse experiment on just one of these spins at a single frequency, $v_1$, creates the expected echo shown in the purple trace. This echo decays with time in the normal manner. If, however, the purple spin is close enough to exist within the local magnetic field of a second spin, the green spin, additional information can be obtained. A $\pi$ pulse at frequency $v_2$ selectively excites the green spin, and the local magnetic field is inverted (Figure 1.5B). As the green spin relaxes, the purple spin will experience a constantly changing magnetic field, which is a combination of the applied field, $B_1$, and the field of the green spin. This changing magnetic field results in modulation of the echo observed from the purple spin. The readout from a DEER experiment is therefore modulation over time.
Figure 1.5. Nature of the DEER signal. Spin labels in the system to be studied are separated by a defined distance (A). A spin echo is formed in the typical way for one of the spins at a frequency, $v_1$ (B, purple). The second spin is selectively excited using frequency, $v_2$ (B, green) and time, $T$, is stepped. As the second spin relaxes, the echo of the first spin is modulated due to variation in the magnetic field felt by the first spin.

Modulation of the spin echo appears as an oscillation of defined frequency.

There are several programs available for fitting the oscillations to obtain a distance distribution, each with unique features. These are described in Section 2.3.3. For many systems, including tau, the modulation may include overlap of several frequencies. This indicates the presence of more than one distance between spin labels.

A successful DEER experiment depends on dipole-dipole couplings of the spin labels such that the magnetic field of one spin (B, green) affects that of a second, nearby spin (A, purple). This interaction changes the Zeeman Energy, or the splitting of energy
levels, of the spin that is being effected (spin A). The dipolar interaction is described by Equation 1.11:

$$E_D = \frac{\mu_A \mu_B}{r^3}$$  \hspace{1cm} (1.11)

where $\mu_A$ and $\mu_B$ refer to the magnetic dipole moments of the two spins and $r$ is the distance between them. With Equation 1.11, the new Zeeman energy ($E_A$) becomes:

$$E_A = E_Z \pm E_D$$  \hspace{1cm} (1.12)

The Zeeman energy of spin A, therefore, depends on the magnitude of the applied magnetic field, the magnetic moment of both itself and spin B, and the distance from spin B. The dipolar interaction can be measured with a three-pulse sequence, but the strength of the interaction between spin labels closer than 2.5 nm falls within the instrument dead-time of a three-pulse DEER experiment; Dipole interaction with the second spin label decays within tens of ns, the same order of the pulses themselves [58].

The echo will still be present, but modulation due to spin interaction will be gone before the echo is detected. For any DEER signal to be measured using a three-pulse sequence, the pulses would have to overlap, leading to large distortions. This problem is absent in four-pulse DEER, which is now standard, because the amount of time the echo is present is extended by a second refocusing pulse.

Pulses at different frequencies correspond to different locations in the field-swept echo-detected spectrum of the spin label (Figure 1.6). If the spin labels are different, the pulse positions on the spectrum are straightforward to determine: the observer frequency ($v_1$) is ideally located at the maximum signal of spin A with minimum contribution from B spins. The pump frequency ($v_2$) then corresponds to the
maximum signal of the B spins. For nitroxides, the three-line spectrum is orientation-dependent in the rigid lattice. At the typical observer frequency, only one transition (the high field along z) is excited, whereas all lines are excited at the pump frequency [56]. Separation of pulse frequencies must be sufficient to excite just the A spins or just the B spins. Pulse overlap arises when either the pulse length required (Equation 1.13 [18]) to achieve this separation is too long, or the spectrum is too narrow.

\[
BW_{\text{excitation}} = \frac{1.6}{2\gamma \tau_p}
\]  

(1.13)

Here, the excitation bandwidth is in terms of G within the field-swept echo-detected spectrum, and \( \tau_p \) is the required pulse length to achieve this bandwidth (BW). As usual, \( \gamma \) is the gyromagnetic ratio in Hz/T. Pulse overlap is not a problem for frozen nitroxide radicals because the spectrum is wider than the excitation bandwidth of the pulse [44]. Solving Equation 1.13 for bandwidth using a typical \( \pi \) pulse length of 40 ns, the corresponding spectral bandwidth is \(~6\) G. Experiments presented in this dissertation were conducted with a frequency difference of 37 MHz, corresponding to 13 G in the spectrum, which is greater than twice the pulse bandwidth. The maximum difference between frequencies is dictated by the resonator bandwidth [44] and is \(~100\) MHz. This limit can be extended by using a bimodal resonator [59].
Figure 1.6. Field-swept echo-detected spectrum at Q-band for a double nitroxide system. The positions of the pulses are defined by $v_1$ and $v_2$, and the pulse lengths are calculated to give ~6 G bandwidth. The difference between the two frequencies corresponds to ~13 G.

DEER is useful for obtaining long-range distance information. It is more sensitive than distance measurements by CW, where the distance limit is ~1.5 nm [58]. The advantages of DEER over X-ray crystallography and NMR have been mentioned, and in cases where these techniques can be used, DEER provides a powerful complement to structural data. Additionally, it is not always necessary to attach unnatural spin labels to the protein studied. Van Doorslaer, et al. attached MTSL to the natural cysteines in neuroglobin, a heme-containing protein, and measured the distance between the nitroxide and the heme iron [60]. If spin labels must be attached, MTSL is relatively small in size and does not alter protein structure to the extent that large fluorophores might. As instrumentation and application of DEER becomes more commonplace, structural information will become available for proteins that are difficult to study by other means.
Chapter 2: EPR Methods

2.1 Spectroscopy

Bruker Biospin instrumentation was used for most analyses, along with homebuilt spectrometers and components. The Eaton lab has instruments capable of microwave frequencies including VHF (250 MHz), L-band (1.0, 1.5, and 1.9 GHz), S-band (2.5 and 3.0 GHz), X-band (9.5 GHz), and Q-band (34.5 GHz). Only X- and Q-band frequencies were used in the studies reported in this dissertation. Direct relaxation measurements were performed by two-pulse spin echo decay to determine $T_2$ and by either three-pulse inversion recovery (IR) or long-pulse saturation recovery (SR) to determine $T_1$. Pulse lengths and microwave powers were adjusted for each experiment to provide the maximum signal. Parameters used for individual experiments are listed in figure captions where appropriate.

2.1.1 EMX

Two Bruker EMX systems were used for collection of CW spectra at X-band. The EMX is equipped with an ER4122-SHQ (super high quality factor) resonator and the EMX plus with an ER4119-HS (high-sensitivity) resonator. The EMX was used for evaluation of the half-field transition for DPPH, purging efficiency of BDPA in solution, and additional basic CW measurements. The EMX plus was used for samples that required additional sensitivity (~2X), including the irradiated teeth, solid BDPA, and
biological samples. All DEER samples were checked for signal using the EMX plus prior to freezing.

2.1.2 E500T

The Bruker E500T was customized for rapid scan in the Eaton lab. Spectrometer components have varied in recent years, and the setup described here was used for the experiments presented in this dissertation. The instrument was equipped with either a Bruker FlexLine ER4118X-MD5 dielectric resonator or an ER4118X-MD4 pulse ENDOR resonator. The MD5 resonator has fewer metal components than the ENDOR resonator, which decreases eddy currents induced by rapid field scans. ENDOR scan coils were used to achieve scan widths up to 70 G, and the resonator was oriented such that the field from these coils was aligned with $B_0$. The coils were originally driven using a Tektronix AWG2021 arbitrary waveform generator operating at 1% duty cycle to avoid coil burnout. In later experiments, a locally designed coil driver was used, capable of higher duty cycles [61]. The maximum rate of a sinusoidal rapid scan is defined by Equation 2.1:

$$\text{rate} = \pi wf$$

(2.1)

where w is the scan width in G and f is the scan frequency [41]. A SpecJetII digitizer was used for rapid signal acquisition with the instrument operated in transient mode. The video amplifier in the Bruker microwave bridge had 200 MHz bandwidth. The bandwidth required for an undistorted rapid scan signal is given approximately by Equation 2.2:
where \( N \) is \(~5\), \( a \) is the rate calculated from Equation 2.1 in G/s, and \( B_{pp} \) is the linewidth of the sample in G. The limiting bandwidth is typically from the resonator, for which it is defined in terms of microwave frequency, \( \nu \), and resonator \( Q \) by Equation 2.3:

\[
BW_{\text{resonator}} = \frac{\nu}{Q} \tag{2.3}
\]

From Equation 2.3, it is clear that decreasing resonator \( Q \) gives higher bandwidth and is often necessary to collect unbroadened rapid scan spectra. For samples with high dielectric loss, this can provide another advantage over CW EPR. In CW, matrices with high dielectric loss can absorb enough microwave irradiation to be immeasurable. Rapid scan can tolerate more lossiness than CW, but must still allow critical coupling of the resonator when operated in reflection mode, as was done in the work reported here. Methods by which \( Q \) was lowered are described for individual samples in later chapters. \( Q \) was originally calculated using Equation 2.4 [62]:

\[
Q = 2\pi \nu \tau_r \tag{2.4}
\]

where \( \nu \) is the microwave frequency and \( \tau_r \) is the resonator ringdown, measured on a LeCroy oscilloscope as the time for the signal to decay by 1/e after a pulse. It was determined that this method was not accurate for measuring very low \( Q \) values as the ringdown was shorter than the response time of the scope circuit. An HP 8719D network analyzer was instead used in later experiments.
2.1.3 ELEXSYS E580

The Bruker E580 is a multi-frequency pulse spectrometer capable of CW, SR, spin echo decay, IR, and DEER measurements. The resonators used at X-band were an ER4118X-MS5 split ring and an ER4118X-MD5-W1 dielectric, and at Q-band an ER5107D2 dielectric resonator. Tuning varied depending on experiment: CW and SR required critically coupled resonators, X-band echo decay and IR were performed with resonators overcoupled to $Q \sim 150$ as measured using Equation 2.4, and DEER was performed with the Q-band resonator fully overcoupled ($Q \sim 500$). All experiments used Bruker Xepr software. SR utilized PulseSpel, a programming option in Xepr that allows user-defined parameters. For SR, the E580 is equipped with a locally-designed video amplifier and filter (Richard Quine), in addition to those in the Bruker bridge. These are selected depending on the expected $T_1$ to avoid signal distortions from bandwidth limitations.

The E580 was equipped with an Oxford CF935 cryostat for variable temperature measurements using either liquid N$_2$ ($\geq 80$ K) or liquid He (20-80 K). Low temperatures were used for echo decay, IR, and particularly DEER. DEER measurements also require a second microwave source, which was an E580-400U ELDOR unit along with a SuperQ-FT bridge capable of two frequencies. Pulses were formed using a Bruker PatternJet. A nominal 1 kW travelling wave tube (TWT) amplifier was used for X-band pulse, while a 1 W amplifier is incorporated into the Q-band pulse bridge. Bruker SpecJet I and II were both utilized for data acquisition. SpectJet II allowed faster
repetition rates, which was necessary for DEER using a paramagnetic metal and at room temperature, both of which had very short shot repetition times (SRTs).

2.1.4 Homebuilt Pulse Instrument

The Homebuilt pulse spectrometer has been described in detail [63]. Except the Bruker PatternJet, X-band components used for the E580 system were also available on the Homebuilt, including the cryostat system. X-band DEER could be performed on the Homebuilt system using a locally built cross-loop resonator (CLR, George Rinard) and a Wavetek 965 second microwave source. This instrument was primarily used for echo decay and IR.

2.1.5 Homebuilt Saturation Recovery

Like the Homebuilt pulse system, the Homebuilt saturation recovery instrument has been described [64]. The microwave source on this instrument is a klystron, which is slightly less stable than the E580 Gunn diode. The resonator was a five-loop four-gap resonator made by Medical Advances, Inc [65]. The recovery signal was visualized on a LeCroy oscilloscope, recorded using a SpecJet, and transferred with locally-written software. This instrument was primarily used to compare with values of $T_1$ measured by IR.

2.2 Sample Preparation

Although the samples studied here differ greatly in composition, many aspects of sample preparation and handling were common to all. Unless otherwise stated, EPR tubes are quartz with outer diameters (o.d.) of 4 mm (X-band) and 1.6 mm (Q-band). Samples are usually degassed to remove oxygen which can affect CW linewidths and
relaxation times. Solid samples were degassed with simple vacuum evacuation, while liquid samples required either continuous N\textsubscript{2} purge or freeze-pump-thaw (FPT). For purging at X-band, liquid was drawn into thin-walled Teflon tubing (0.97 inner diameter (i.d.)) which was sealed at both ends with crioseal. This was folded over and supported in a 4 mm tube alongside the purge line (also Teflon) that delivered N\textsubscript{2} to exchange O\textsubscript{2} through the tubing. For purging at Q-band, the sample was drawn into 0.3 mm i.d. Teflon tubing supported in a 1.6 mm tube that was open at both ends, and the full resonator assembly was purged with N\textsubscript{2}. Samples were purged prior to measurements for several hours until T\textsubscript{2} reached a maximum value and remained stable. Purging was continued for the duration of the measurements. Alternatively, oxygen was often removed by application of several FPT cycles followed by flame sealing of the tube. This technique was commonly used with highly volatile liquids for which purging would change the sample concentration. Minimizing radical degradation, which was slowed by storage of sensitive samples in the dark at -20 °C, often required many FPT preparations. Specific challenges with regard to oxygen removal and sample degradation are discussed where appropriate.

2.3 Data Analysis

Many of the programs used for data analysis were locally written. Prof. Sandra Eaton wrote the FORTRAN and Mathcad programs, and Mark Tseitlin wrote the rapid scan MATLAB programs.
2.3.1 FORTRAN

CWLV is a FORTRAN-based program used for integration and background subtraction of CW spectra. Solution spectra could be simulated in EPR2 to determine hyperfine coupling constants and contributions from Lorentzian and Gaussian lineshapes. Solution spectra with incomplete motional averaging are treated in ASYM, which is based on the Kivelson model of linewidth [66]. CWLV was used for a variety of samples, while EPR2 and ASYM were primarily used for nitroxide radicals.

Relaxation times were determined using Multifit and UPEN. Multifit is based on Provencher's algorithms [67] and compares the quality of fits to single, double, and triple exponentials, assigning a weighting to each component. UPEN analyzes data in terms of distributions of relaxation times [68]. These programs were used for a number of samples, and almost all relaxation data are reported from Multifit.

2.3.2 Mathcad

Programs were written in Mathcad for determination of the relaxation processes contributing to $T_1$ for solid samples. These programs were based on Equation 2.5 [18], in which each of the processes, direct, Raman, local mode, Orbach, and thermal, is a possible contribution to the relaxation rate:

$$\frac{1}{T_1} = A_{dir} T + A_{Ram} \left[ T^9 \left( \frac{T_D}{T} \right)^9 \right] + A_{loc} \left[ \frac{e^{\Delta_{loc}/T}}{e^{\Delta_{loc}/T} - 1} \right]^2 + A_{Orb} \Delta_{Orb} \left( \frac{\Delta_{Orb}}{e^{\Delta_{Orb}/T} - 1} \right) + A_{therm} \left( \frac{2\tau_c}{1 + \omega^2\tau_c^2} \right)$$  \hspace{1cm} (2.5)

Not all of these processes are appropriate for every sample, so the adjustment of the coefficients is discussed for affected samples.
2.3.3 MATLAB

Rapid scan data were simulated and deconvolved using MATLAB. Simulations [39] were achieved through integration of the Bloch equations (Equations 1.7A-C). The required input parameters were magnetic field scan width and frequency, resonator $Q$, resonance field offset from the center of the scan, and $T_2$. $T_2$ is the only parameter not established by the experimental parameters, so this value was adjusted until a good match of the simulation to experimental data was reached. The optimal value was often compared to $T_2$ calculated from CW linewidth to check for agreement.

Sinusoidal deconvolution of rapid scan signals has been described in detail [35]. The signal obtained by rapid scan is a convolution of the absorption signal from the sample and the rapid scan driving function that describes the change in excitation phase over time (sinusoidal in this case). Deconvolution involves multiplication of the complex conjugate of the signal by the driving function, followed by division of the Fourier transform of the driving function and reverse Fourier transformation.

MATLAB also served as the platform of DEER interpretation programs, including DEERAnalysis, GLADD, and DEFit. All DEER data were analyzed using DEERAnalysis2009 or 2011 [69], and the other programs were used for comparison. To obtain a distance distribution from the dipolar oscillation, the background must be subtracted from the raw DEER data. This background is caused by spins on neighboring proteins. The distances to these neighboring spins are much longer than the distances measured by DEER between spins on the same protein, so the background can be subtracted using a simple polynomial function. This method is used in DEERAnalysis
and DEFit. The background subtracted data is then fit with a function that provides probable distance distributions. GLADD (Global Analysis of DEER Data) is a program that determines the most probable background subtraction and distance distribution simultaneously [70]. The program uses no a priori background correction and fits data to single, double, or triple Gaussian models.

The main difference between the three programs is the fitting of the dipolar oscillation curve. The frequency of the oscillation is fit in DEERAnalysis [71], whereas DEFit (dipolar evolution fitting) uses Monte Carlo/SIMPLEX algorithms to fit to experimental data in the time domain. Like GLADD, DEFit uses Gaussian functions for distance distributions, whereas a variety of models are available in DEERAnalysis.

In DEERAnalysis, Tikhonov regularization fits the DEER data to a simulated signal from a given distance distribution [56]. This procedure allows fitting of multiple oscillation frequencies without requiring the number of frequencies be specified beforehand. The L-curve gives a general estimation of the best compromise between sharpness of the distance peaks and smoothness of fit function. The smoothing parameter value is found where the two lines forming the L intersect. Some characteristic L-curves are shown in Figures 7.10A and 7.11A.

MATLAB was used to estimate SNR for DEER data using a program written by Deborah Mitchell. The program reads the background-subtracted raw data from DEERAnalysis and uses a Butterworth filter to smooth the original signal. The noise is determined based on the difference between the smoothed and the original signal, and the SNR is calculated. For purposes here, this program provides an acceptable estimate
of SNR. For a more accurate calculation, the filter parameter that dictates the degree of smoothing requires optimization or calibration.
Chapter 3: Irradiation Defects

It is well known that exposure to high-energy radiation creates free radicals, and this class of samples have been studied extensively by EPR. Radiation-induced defects affect a variety of samples and have been used practically for both dosimetry and archaeological dating.

3.1 E’ Defect in Quartz

3.1.1 Introduction

As with any crystal lattice, quartz has intrinsic defects, including oxygen vacancies and metal impurities. The E’ defect in irradiated quartz refers to introduction of an electron to the oxygen vacancy site where it resides in a dangling sp\(^3\) orbital on SiO\(_3^-\). Because quartz is one of the most abundant minerals on Earth, this defect has great importance to the field of geological dating [72]. Quartz has also been studied in depth for its applications to electronics and optics [6].

Many irradiated samples have characteristically long spin relaxation times. This quality makes obtaining an undistorted CW spectrum difficult due to spin saturation at relatively low powers. Spins do not saturate as easily in rapid scan EPR as in CW because the rapid scan magnetic field is on resonance for a very short time, and the spins do not absorb as much energy for the same incident power [42]. The aim of this project, and many presented in this dissertation, is to use rapid scan to collect an undistorted signal for samples that are difficult to study using CW.
3.1.2 Materials and Methods

E’ defects were formed in a fused quartz rod provided by Wilmad Glass using irradiation to 240 kGy with $^{60}$Co $\gamma$ rays at Cobe Labs [73]. The rod measured 2 mm in diameter by 10 mm long and was either supported in a 4 mm tube or fitted directly into a sample holder. CW measurements were collected at X-band on the Bruker E580 spectrometer, varying both power and modulation to monitor line shape distortion. Rapid scan and pulsed measurements of irradiated quartz were completed by Deborah Mitchell.

3.1.3 Results and Discussion

The dependence of lineshape on power was striking with the irradiated quartz sample. At low powers, signal saturation is minimized and the spectrum appears as the typical derivative, but at higher powers, the spectrum looks more like an inverted absorption spectrum (Figure 3.1A). At intermediate powers, the spectrum is a mixture of these two signals (Figure 3.1B), making the CW difficult to interpret. Differences in modulation frequency also affect the CW spectrum, and the most prominent effects are seen at the extremes of power and modulation amplitude. At moderate power and modulation amplitude, changes in modulation frequency affect only the amplitude of the signal. At high modulation amplitude, line broadening is expected for any modulation frequency, however this effect is more pronounced at 100 kHz than at 50 kHz (Figure 3.2A). Decreasing the modulation amplitude and collecting the spectrum at a power close to that at which the spectrum inverts (see Figure 3.1B) also demonstrates modulation frequency dependence (Figure 3.2B). As the modulation
frequency is increased, the spectrum becomes more representative of the derivative rather than absorption spectrum. The CW lineshape was also examined using a range of modulation amplitudes. In addition to broadening the linewidth, over-modulation affects the appearance of the spectrum to varying degrees (Figure 3.3). It is clear from these experiments that collection of an undistorted CW spectrum for this sample is difficult. If appropriate parameters are not selected, the lineshape obtained can be misleading. This work was included in reference [40].

![Irradiated Quartz - CW Power Dependence](image1)

**Figure 3.1.** Power dependence of irradiated quartz CW spectrum. The sample readily saturates, causing the spectrum to appear as an inverted dispersion signal, even at moderate power (A, adopted from [40]). A more detailed power dependence is shown in (B). The high-power dispersion signal fully broadens at 10 dB, and no distinct spectral features are observable. For this spectrometer, 0 dB is 200 mW, so 10 dB = 20 mW and 50 dB = 2 μW. Spectra were collected with 100 kHz modulation frequency and 0.1 G modulation amplitude.
Figure 3.2. Modulation frequency dependence of irradiated quartz CW spectrum. The modulation amplitude was 2.0 G in (A) and 0.1 G in (B). Modulation frequencies of 50 and 100 kHz are compared in (A) and 10 and 100 kHz are compared in (B). The modulation amplitude in (A) is large for this sample, but was chosen to highlight the effect of modulation frequency. Power was 30 dB (200 μW).

Figure 3.3. Modulation amplitude dependence of irradiated quartz CW spectrum. Modulation frequency was constant at 100 kHz, and power was 20 dB (2 mW). The variation in lineshape is less when modulation frequency is 50 kHz.
3.2 Teeth

3.2.1 Introduction

Teeth are an attractive sample for both dating and dosimetry due to the persistence of the radicals that form upon irradiation and the simple relationship between EPR signal and radiation dosage [6]. Early applications of EPR to dating examined uptake of uranium in the tooth of a mammoth [74]. It was recognized around twenty years prior to that study that irradiation causes EPR-active defects in tooth enamel itself [75], however the source of the signal was not fully understood. Although originally attributed to CO$_3^{3-}$ [76], it was shown that spectral properties align more accurately with the presence of CO$_2^-$ radicals [77]. Biological tooth dosimetry has been used to examine effects of radiation-involved disasters, including atom-bomb survivors in Nagasaki and Hiroshima and residents of Chernobyl during the reactor meltdown, as well as cancer patients exposed to radiation therapy [6]. This unique application of EPR holds future potential as a diagnostic tool to determine radiation exposure in humans.

This work is part of a larger project at Dartmouth College to develop a simple, portable spectrometer for low level detection of radiation exposure. Irradiated tooth was characterized by CW EPR, and the signal was then compared to that obtained using rapid scan. Rapid scan offers a fast and accurate technique to test large populations for exposure. Results have not been published, but studies continue for determination of the most appropriate standard for this type of application (Zhelin Yu).
3.2.2 Materials and Methods

Several teeth irradiated to 15 Gy were provided by Prof. Harold Swartz at the Geisel School of Medicine at Dartmouth College. The teeth were broken into pieces with a hammer and placed into an X-band EPR tube, filling the active space. CW spectra were collected on the Bruker EMX Plus system at varying powers to monitor changes in the line shape. The teeth were reanalyzed after addition of 0.5% K$_3$CrO$_8$ doped in K$_3$NbO$_3$ (prepared by Jacqueline Toomey) for possible use as a dosimetry standard. T$_2$ and T$_1$ measurements of the teeth were performed on the Homebuilt pulse system. The size and shape of the spin echo were monitored as a function of distance between pulses and location of the acquisition gate.

3.2.3 Results and Discussion

The irradiated teeth gave a weak but detectable signal, the shape of which was power dependent (Figure 3.4). The majority of the signal seen in this figure is background associated with organic radicals. The background saturates at a different power than the irradiation signal, as seen in the figure. It should be noted that this dose of radiation (15 Gy) exceeds the amount eventually hoped to be detected. Obtaining a useful CW spectrum of the chromium doped standard with the teeth was difficult because the strong chromium signal overpowered the weak tooth signal. Attempts to use a smaller crystal improved the spectrum slightly (Figure 3.5A). Using a powder sample of the standard changed the g-value enough that the chromium signal overlapped with the teeth (Figure 3.5B).
Figure 3.4. Power dependence of irradiated teeth CW spectrum. All were collected in 50 scans, using modulation frequency of 100 kHz and 1.0 G amplitude. The small feature around 3360 G is the irradiation signal, while the large remaining signal is background.

Figure 3.5. CW of irradiated teeth with chromium as a standard. Use of a standard helps identify radiation dosage. The signal from the crystal in (A) overpowered the tooth signal, while the powder in (B) contained remnants of small crystals, distorting the tooth signal. Spectra were collected using the same parameters: 100 kHz modulation frequency, 1.0 G modulation amplitude, 50 scans, 22 dB (1.3 mW).

Relaxation times of irradiated tooth samples have been previously reported [78], and measurements of T₁ and T₂ were repeated here for the 15 Gy sample. In the prior study, T₁ was shown to be double exponential at room temperature, with slight variation in the second component depending on irradiation dosage. The recovery curves for the
15 Gy sample also fit well to a double exponential function, and the measured values were of the same order as those found in the prior study. The lowest concentration, 10 Gy, was not examined at room temperature previously, so a more direct comparison cannot be made. T₂ measurements were not reported as a single exponential at room temperature in the paper, although it is stated that relaxation times were similar for both temperatures. The T₂ value measured for the 15 Gy sample was similar to those reported at 130 K. The similarities in relaxation times of this sample compared to prior studies is not surprising, as it was observed that radiation dosage has minimal effect on relaxation.

![Figure 3.6](image)

**Figure 3.6.** T₁ and T₂ measurements of irradiated teeth analyzed with two programs. UPEN (inset) shows a clear double exponential fit for T₁ and single for T₂. For T₁, the time window should be extended for more accurate measurement of the long component. T₁ relaxation was about 12 and 1.3 µs, and T₂ relaxation was about 500 ns.

### 3.3 Conclusions

The numerous obstacles in collecting an undistorted, representative CW spectrum of irradiated samples can be overcome using rapid scan. Scanning quickly
through resonance avoids spin saturation, so the SNR is improved by operating at higher microwave powers. Because of its long relaxation times, irradiated quartz is also a good candidate for pulsed EPR. An undistorted echo-detected lineshape can be collected using pulsed EPR in less time than CW EPR, but not as fast as with rapid scan and with decreased SNR. Analysis of the irradiated quartz provided a proof-of-concept that rapid scan would benefit collection of undistorted lineshapes and also lead to improved SNR [40].

Using EPR to acquire information on radiation exposure is a practical application that may become increasingly important in the future. Several methods have been attempted; fingernails could be used, but present several problems, including dielectric loss of the adjacent finger tissue and the EPR signal arising from cutting the fingernail [79]. Additionally, radiation is not as persistent in fingernails as in teeth. Teeth are not without problems, however, including background from X-rays and exposure to sunlight (primarily incisors). Relaxation times are only mildly dosage dependent in teeth, which necessitates the use of a standard for calibration. As shown in this study and unpublished results obtained by Zhelin Yu, differences in relaxation and power saturation can lead to successful separation of tooth background from the irradiation signal by using rapid scan. Radiation becomes of clinical concern \( \geq 3 \) Gy, below which the EPR SNR becomes very poor. Rapid scan will not only be fast and accurate (based on selective saturation of the signal of interest), but has the potential to greatly improve SNR. These studies provide a starting point for developments of radiation detection that will potentially benefit many people.
Chapter 4: Other Lattice Defects

Natural lattice defects have similar characteristics to defects formed from irradiation. With the exception of most metal ion defects, lattice defects are present in very low concentrations and are characterized by long relaxation times. Both of these factors make CW EPR less attractive for this type of sample. Solid defect centers are becoming increasingly important for quantum computing [80] and electronics [81], and thorough characterization of magnetic properties has application in these fields [82].

4.1 Diamond N\(_s^0\)

4.1.1 Introduction

The diamond lattice is extremely rigid and compact, and while impurities can be present in very low concentration, they can have a substantial effect on the structure and properties of diamond. Nitrogen is the most common natural impurity in diamond and can also be artificially inserted through high temperature or pressure [83]. The bond angle and distance distortions caused by insertion of N atoms to the C lattice produces an EPR signal [84]. This defect is termed N\(_s^0\).

EPR has been utilized to examine characteristics of diamond defects for over 70 years [85]. Although this type of study is not new to the field, unique properties of the N\(_s^0\) defects are still being discovered using EPR. More recent discoveries include description of chemically-distinct centers characterized by variation in bond length distortion [86], evidence of high H concentration in diamonds from space that alter the
deposition of N atoms [87], and the participation of Ni atoms in formation of these defect centers [88]. For this project, signals obtained by CW, pulse, and rapid scan were compared, including demonstration that rapid scan is highly beneficial for another sample affected by long relaxation times. Parts of this work have been published in reference [42].

4.1.2 Materials and Methods

Diamond samples containing varying concentrations of N\textsubscript{s0} defects were provided [89] by Prof. Mark E. Newton at the University of Warwick. Concentrations studied were 300 ppm (yellow, narrow rod), 8 ppm (green, cubic), 200 ppb (smoky gray, rectangular), and 20 ppb (colorless, rectangular). The higher-concentration samples slid easily into 4 mm tubes, and the 20 ppb was fit firmly into 4 mm o.d. Teflon tube for analysis. This was the only sample that was also studied by rapid scan and CW. All measurements at 20 ppb were collected by Deborah Mitchell.

Pulse measurements were performed at X-band on the Bruker E580 spectrometer with the split-ring resonator. Depending on the nature of the defect center and the local environment surrounding that center, the field-swept echo-detected spectra can look very different (Figure 4.1). The large nitrogen hyperfine splittings result in three sets of lines, and there are several inequivalent sites in the crystal that give rise to multiple lines. Despite these differences, relaxation measurements were predominantly performed on the central peak for comparison between samples.
Figure 4.1. Field-swept echo-detected spectra of diamond with different concentrations of nitrogen defect centers. The g-values and nitrogen hyperfine splittings depend largely on the local environment, which is a product of the temperature and pressure at which the defect was created.

4.1.3 Results and Discussion

Spin-spin relaxation time, $T_2$. Table 4.1 provides a summary of results for $T_1$ and $T_2$ measurements. $T_2$ measurements generally fit well to single-exponential functions (Figure 4.2). At 8 ppm, the center field line $T_2$ values were double exponential, but the low field line gave single exponential $T_2$ values. The weightings in Multifit of the double exponential components for the central line show that the shorter $T_2$ is dominant, which is confirmed by the proximity to the single exponential value. Echo dephasing becomes quite long at low concentration, and despite a 10-fold decrease in defect centers, there was not much difference in $T_2$ between 200 and 20 ppb. At 300 ppm, $T_2$ was very short and may have been dominated by spectral diffusion or instantaneous diffusion. In this case, spectral diffusion refers to any number of processes that alter the magnetization properties of a single spin, while instantaneous diffusion involves a second, dipolar-linked spin. Both of these phenomena are affected by concentration, so for the 300 ppm sample, they are difficult to distinguish. However, the increase in $T_2$ values with pulse length for this sample (Table 4.2) supports a contribution from instantaneous diffusion. This variation in $T_2$ was also seen for the lower concentration
samples, but to a lesser extent as expected for a concentration-dependent process (Table 4.3). This trend holds for the low field line of the 8 ppm sample as well (Table 4.4). Measurements were repeated at least twice to confirm values.

<table>
<thead>
<tr>
<th>Sample</th>
<th>$T_1$ – Double Exponential Fit</th>
<th>$T_1$ – Single Exponential Fit</th>
<th>$T_m$ – Double Exponential ($\pi/2 = 80$ ns)</th>
<th>$T_m$ – Single Exponential ($\pi/2 = 80$ ns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>300 ppm</td>
<td>900 µs, 21 µs</td>
<td>93 µs</td>
<td>N/A</td>
<td>320 ns</td>
</tr>
<tr>
<td>8 ppm</td>
<td>2.7 ms, 360 µs</td>
<td>930 µs</td>
<td>4.4 µs, 1.1 µs</td>
<td>1.4 µs</td>
</tr>
<tr>
<td>200 ppb</td>
<td>N/A</td>
<td>2.4 ms</td>
<td>N/A</td>
<td>200 µs</td>
</tr>
<tr>
<td>20 ppb</td>
<td>N/A</td>
<td>2.3 ms</td>
<td>N/A</td>
<td>230 µs ($\pi/2 = 160$ ns)</td>
</tr>
</tbody>
</table>

Table 4.1. Summary of relaxation data for diamond samples. $T_1$ was recorded using $\pi/2 = 80$ ns, but unlike $T_2 (T_m)$, pulse length did not affect relaxation times.

Figure 4.2. Electron spin echo decay for diamond samples. Experimental data (black) fit well to single-exponential fit functions (red). Parameters were similar for all measurements: $\pi/2 = 80$ ns, 512 points, 96 shots/point, SRT = 8 ms, collected in 1 scan with 2-step phase cycling. Power was adjusted to give maximum echo amplitude, and the gate was FWHM of the echo. The step size was adjusted so that the time window was approximately 10X the relaxation time.
Table 4.2. $T_m(T_2)$ values with varying pulse lengths for 300 ppm $N_{c}^{0}$ in diamond. The increase in relaxation with pulse length indicates a contribution from instantaneous diffusion. Power is reported in dB, where 0 dB = 200 mW.

<table>
<thead>
<tr>
<th>$\pi/2$ Pulse Length (ns)</th>
<th>Power (dB)</th>
<th>$T_m$ (ns) – single exponential</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>20</td>
<td>290</td>
</tr>
<tr>
<td>40</td>
<td>24</td>
<td>280</td>
</tr>
<tr>
<td>80</td>
<td>27</td>
<td>320</td>
</tr>
<tr>
<td>160</td>
<td>31</td>
<td>420</td>
</tr>
<tr>
<td>200</td>
<td>33</td>
<td>460</td>
</tr>
</tbody>
</table>

Table 4.3. $T_m(T_2)$ values with varying pulse lengths for 8 ppm $N_{c}^{0}$ in diamond. Instantaneous diffusion remains a dominant contribution to relaxation at this concentration. While the decay curve could be fit using a double exponential function, the short component was dominant, closely correlating to the single-exponential values.

<table>
<thead>
<tr>
<th>$\pi/2$ Pulse Length (ns)</th>
<th>Power (dB)</th>
<th>$T_m$ (\mu s) – double exponential</th>
<th>$T_m$ (\mu s) – single exponential</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>13</td>
<td>4.0, 0.9</td>
<td>1.1</td>
</tr>
<tr>
<td>40</td>
<td>19</td>
<td>4.3, 1.0</td>
<td>1.2</td>
</tr>
<tr>
<td>80</td>
<td>26</td>
<td>4.4, 1.1</td>
<td>1.4</td>
</tr>
<tr>
<td>160</td>
<td>32</td>
<td>9.9, 1.7</td>
<td>1.9</td>
</tr>
<tr>
<td>200</td>
<td>34</td>
<td>9.3, 1.8</td>
<td>2.2</td>
</tr>
</tbody>
</table>
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Table 4.4. Tm (T2) values with varying pulse lengths for 200 ppb Ns⁰ in diamond. Instantaneous diffusion is decreased at this concentration compared with the other samples.

Spin-lattice relaxation time, T₁. T₁ measurements were double exponential recoveries at the high concentrations and were single exponential at the low concentrations. The 300 ppm sample was particularly difficult to interpret; four different time windows were run to try to accurately characterize the obvious double-exponential fit to the raw data. The longer the window, the longer the recovery time required to fit the experimental data (Figure 4.3). Consequently, T₁ was determined using saturation recovery (SR) to eliminate contributions from spectral diffusion. The measurements were repeated three times using varying saturating and observe pulses to ensure appropriate parameters were used. Each run gave the same results, and the measured recovery time did not depend on the length of the saturating pulse. Unlike the inversion recovery (IR) data, the SR fit fairly well to a single exponential, but a double-exponential function fit better (Figure 4.4). The 8 ppm sample was studied for both the center field and low field lines. The low field line gave a single exponential recovery, but the center field line fit best with a double exponential (Figure 4.5). All IR and SR
data were examined using both Multifit and the UPEN program. Although IR UPEN distributions were very broad for the 300 and 8 ppm samples, the analysis supports the conclusion that $T_1$ by IR is multiexponential, based on both programs (Figures 4.6 and 4.7). The UPEN distributions for SR (300 ppm only) were better-defined and clearly showed two exponentials that corresponded to the double-exponential $T_1$ values in Multifit.

**Figure 4.3.** $T_1$ curves collected by inversion recovery using different time windows (x-axis) for 300 ppm $N_0^0$ in diamond. The experimental data (black) are clearly multiexponential (single fit in red, double fit in green). Accurate values were difficult to obtain due to increasing $T_1$ with the time window. Parameters for $T_1$ experiments were similar to $T_m$ ($T_2$, see Figure 4.2), except that phase cycling was omitted for long relaxation times.
Figure 4.4. $T_1$ values determined by saturation recovery for 300 ppm $N_0$ in diamond. The panels refer to different power setting parameters, all which gave consistent $T_1$ values. The curves fit well to single exponential functions compared to inversion recovery, indicating a strong contribution from spectral diffusion to the inversion recovery. The values were most similar to values obtained with the longest time window used in Figure 4.3.

Figure 4.5. $T_1$ values determined by inversion recovery for the low and center fields of 8 ppm $N_0$ in diamond. Interestingly, the low field fit well to a single exponential, while the high field required a double exponential. Variation in relaxation properties with g-value is expected as different transitions are sampled. Several transitions overlap in the center of the spectrum but are resolved in the low-field lines.
Figure 4.6. \( T_1 \) values analyzed using UPEN for both inversion recovery and saturation recovery of 300 ppm \( N_\text{1000} \) in diamond. These results corroborate the Multifit results from Figures 4.3 and 4.4.

Figure 4.7. \( T_1 \) values analyzed using UPEN for the low and center fields of 8 ppm \( N_\text{1000} \) in diamond. The low field data did not give reproducible UPEN results, however the pattern was always a high probability, narrow distribution with a lower probability broad distribution. The values obtained with UPEN matched closely with the Multifit results in Figure 4.5.
The center field lines of the 200 and 20 ppb samples fit well to single exponential functions, a finding confirmed in UPEN. Low and high field lines were also examined for the 20 ppb sample (collected by Deborah Mitchell). Unlike the 8 ppm sample, the IR data at different field positions fit well to single exponentials. UPEN values matched Multifit very well and were single, narrow distributions for low concentration samples (Figure 4.8).

![Figure 4.8](image)

**Figure 4.8.** $T_1$ values analyzed using UPEN for the low and center fields of 20 ppb $N_s^0$ in diamond. These values matched the single exponential values in Multifit very well. UPEN analysis of 200 ppb $N_s^0$ in diamond looked very similar to these results.

### 4.1.4 Conclusions

Only the 200 ppb $N_s^0$ in diamond sample was used for comparison of different EPR techniques, but examination of the set of four concentrations provided an opportunity for a more thorough characterization of the relaxation properties of this type of defect. A number of processes can contribute to $T_2$, but the echo decay is well-defined by a single exponential function, as seen for these samples. In an immobilized sample, $T_2$ can be described by Equation 4.1:
Signal Amplitude \((2\tau) = e^{\left(\frac{2\tau}{T_2}\right)^x}\)  

(4.1)

where \(\tau\) refers to the time between the two pulses, and \(x\) varies depending on the dephasing mechanism, falling within 0.5-3 [90]. The diamond samples showed strong contributions from instantaneous diffusion, a phenomenon for which \(x = 1\) [18]. This effect was more dominant at high concentrations, as described by Klauder and Anderson [91]. Additional processes contributing to \(T_2\) were not analyzed in detail.

Like \(T_2\), \(T_1\) was also influenced by concentration. In addition to more than an order of magnitude increase in relaxation time, \(T_1\) curves transitioned from complicated multiexponential functions at 300 ppm to single exponentials at 20 ppb. For radicals in solution, the effect of concentration is intuitive: high concentration leads to an increased number of mutual spin flips, providing an additional pathway through which electrons relax. Relaxation of radical centers in solids is more complicated. Bowman and Kevan described this process for samples similar to diamond; tunneling of nuclei in the vicinity of the radical modulates the dipolar interaction between the two species, altering the electron relaxation pathway [92]. It is likely that local mode vibrations are also large contributors to relaxation, as they are characteristic of disordered systems. Variable temperature measurements could be used to accurately assign relaxation processes for diamond, in addition to confirming the presence of a tunneling process.

4.2 Hydrogenated Silicon (a-Si:H)

4.2.1 Introduction

Amorphous hydrogenated silicon (a-Si:H) can be deposited into thin films and is primarily used in the production of solar cells, including those found on calculators.
as well as larger cells [93]. Paramagnetism arises from dangling bonds on the normally 4-coordinate Si molecules in the solid, which have previously been studied by EPR [8]. In addition to demonstrating the applicability of rapid scan to analysis of a-Si:H, this sample was studied to gain a better understanding of the relaxation properties of this substance. In unpublished work communicated to Prof. Gareth Eaton by Prof. Song-I Han at the University of California Santa Barbara and Prof. Daniella Goldfarb at the Weizmann Institute of Science, relaxation times of a-Si:H were measured at low temperatures (6 and 8 K) with some variation in $T_1$ values depending on the fitting procedure used. It was suggested that a double exponential fit is more accurate for this system and that the faster relaxation arises from spectral diffusion. This sample was therefore examined at low temperature in addition to ambient temperature. Some of this work was published in reference [42].

4.2.2 Materials and Methods

a-Si:H was prepared [93] by Sonya Calnan and Bernd Stannowski (Competence Centre Thin-Film and Nanotechnology for Photovoltaics Berlin) and provided by Alexander Schnegg at the Institute for Silicon Photovoltaics. The sample was a fine silver dust contained in a 4 mm tube.

CW measurements were recorded on the EMX system and room-temperature pulse measurements on the E580, both at X-band. Pulse measurements between 20-70 K were recorded using liquid He on the Homebuilt pulse spectrometer. Most of the measurements at 50 K were collected by Joshua Biller. Rapid scan was performed by Deborah Mitchell.
4.2.3 Results and Discussion

*CW measurements.* The CW spectrum of a-Si:H was a single line with $\Delta B_{pp} \sim 6.0$ G. The powder was so fine and lightweight that encouraging all of the sample to the bottom of the tube was difficult. This may have contributed to the relatively poor SNR seen in Figure 4.9, which was collected using 1000 averages. The level of noise in this sample was ideal for comparison between rapid scan and other EPR techniques.

To ensure the CW modulation parameters (100 kHz frequency and 1.0 G amplitude) were not broadening the lineshape, CW was also collected using 30 kHz modulation frequency and 0.8 G amplitude (Figure 4.10). Both linewidths measured 6.0 G. The higher modulation was therefore used to measure as much signal as possible for collection of a power saturation curve (Figure 4.11). This curve shows that a-Si:H saturates at relatively low power. The SNR limited measurement down to around 30 dB, but another power saturation curve collected by Deborah Mitchell went to lower power. The second analysis (not shown) clearly shows a 2-step curve with saturation occurring around 5 mW.
Figure 4.9. CW spectrum of a-Si:H collected with 1000 scans at room temperature. Modulation frequency was 100 KHz and modulation amplitude 1.0 G. The spectrum was collected at 4 dB (80 mW) power, which is within the saturation region in which the signal does not increase linearly with $\sqrt{P}$.

Figure 4.10. CW spectra of a-Si:H with different modulation parameters. The spectral linewidth was checked for broadening. Both spectra had a measured linewidth of 6.0 G.
Figure 4.11. CW power saturation curve of a-Si:H. It is clear the sample saturates at relatively low power, but the region below 0.5 mW is not well defined. A second power saturation curve collected by Deborah Mitchell showed that the a-Si:H saturates around 5 mW.

Relaxation measurements. Room-temperature pulse measurements had fair SNR. Unlike the diamond samples, both $T_2$ and $T_1$ fit well to single exponential functions (Figure 4.12). $T_1$ was also analyzed using a double exponential, and the values were very similar to the single exponential. Results from UPEN recapitulated these findings; the distribution is primarily single exponential, with an additional shoulder suggesting a possible second contribution with similar relaxation (Figure 4.13).
Figure 4.12. $T_1$ and $T_m$ ($T_2$) curves for a-Si:H at room temperature. $T_2$ data fit well to a single-exponential function. $T_1$ data fit very well to a double-exponential function, and the single-exponential fit was also reasonable. The weighting of the two exponentials in Multifit was approximately equal. The signal to noise was such that the use of two significant figures for the relaxation values may be appropriate (SNR = 90). Pulse parameters were: $\pi/2 = 40$ ns, 2-step phase cycling, SRT = 500-1000 $\mu$s, 512 points, 96 shots/point. $T_2$ was collected in 100 scans, and $T_1$ in 113.

Figure 4.13. UPEN analysis of inversion recovery data for a-Si:H at room temperature. The distribution is slightly lopsided, suggesting more than one exponential. $T_1$ results agree between UPEN and Multifit (compare to Figure 4.12).
Relaxation becomes slightly more complicated at lower temperature. A fieldswept echo-detected spectrum, which was a single peak FWHM ~10 G, was recorded prior to each measurement to find the field position of maximum echo amplitude. At 30 K, $T_2$ was recorded at varying pulse lengths to determine the contributions from instantaneous or spectral diffusion (Table 4.5). The consistent values of $T_2$ indicate little to no diffusion for this sample. Pulse lengths were varied at other temperatures as well, with similar results. $T_2$ fit reasonably well to single exponential functions at all temperatures, but a double exponential was slightly better, in contrast to the room-temperature spectrum (Figure 4.12 compared to 4.14).

<table>
<thead>
<tr>
<th>Sample Name</th>
<th>$\pi/2, \pi$ Pulses (ns)</th>
<th>Power (dB)</th>
<th>Double Exponential (S/N)</th>
<th>Single Exponential (S/N)</th>
</tr>
</thead>
<tbody>
<tr>
<td>vm86029a</td>
<td>20, 40</td>
<td>13</td>
<td>3.0, 0.8 (129)</td>
<td>2.0 (69)</td>
</tr>
<tr>
<td>vm86029g</td>
<td>20, 40</td>
<td>13</td>
<td>3.0, 0.8 (125)</td>
<td>2.0 (66)</td>
</tr>
<tr>
<td>vm86029b</td>
<td>40, 80</td>
<td>19</td>
<td>3.1, 0.9 (97)</td>
<td>2.2 (65)</td>
</tr>
<tr>
<td>vm86029c</td>
<td>60, 120</td>
<td>22</td>
<td>3.6, 1.1 (60)</td>
<td>2.4 (49)</td>
</tr>
<tr>
<td>vm86029d</td>
<td>80, 160</td>
<td>25</td>
<td>3.9, 1.4 (68)</td>
<td>2.4 (58)</td>
</tr>
<tr>
<td>vm86029e</td>
<td>100, 200</td>
<td>27</td>
<td>4.3, 1.6 (66)</td>
<td>2.4 (57)</td>
</tr>
<tr>
<td>vm86029f</td>
<td>120, 240</td>
<td>30</td>
<td>3.7, 1.4 (53)</td>
<td>2.5 (48)</td>
</tr>
</tbody>
</table>

**Table 4.5.** $T_2$ as a function of pulse length for a-Si:H at 30 K. $\pi/2 = 20$ ns was repeated to check precision. The relatively constant values obtained for $T_2$ indicate little contribution from spectral diffusion. Curves were fit to all 256 points.
Figure 4.14. Spin echo decay curves for a-Si:H at various temperatures. Although the raw data (black) appear to have a rapid initial decay at higher temperature (60 and 70 K), the curves fit reasonably well to single exponentials (green). Double exponentials are shown for comparison (red).

$T_1$ follows a predictable pattern from 40-70 K; double exponential fitting in Multifit is confirmed by UPEN, and the values obtained by both programs agree well (Figure 4.15). Two exponentials at 60 K could not be separated in UPEN, but Multifit shows a reasonable fit of the raw data to a single exponential, the value of which matches UPEN. Below 40 K, $T_1$ was clearly multiexponential, but precise characterization was difficult. 30 K spectra were analyzed in detail using three different time windows in an attempt to accurately determine values for different contributions to $T_1$ (Figure 4.16). Two exponentials are well-described for each time window in Multifit, but accurate values for these processes are difficult to assign. Multifit results do not match UPEN, which shows an additional component, except for the shortest time window. This short window (Figure 4.16C) had the best agreement between the two programs, but it is clear
from the longest time window (Figure 4.16A) that there are additional components present. A similar analysis follows for $T_1$ at 20 K; although UPEN suggests two values, only one matches Multifit. The second value corresponds to a broad peak, and it is probable that the relaxation has additional components that cannot be separated.

It is important to note that short time windows were used for $T_1$ measurements below 60 K. To accurately describe $T_1$, the window is typically set to at least 10 times the relaxation time. This was attempted for 30 K, but relaxation seemed to increase with the length of the window. This behavior was also true at 20 K. Although the $T_1$ values obtained using Multifit and UPEN are skewed by the short windows for these samples, a pattern is observed based roughly on these results. The double exponential values for $T_1$ seem to vary linearly with temperature, suggesting a direct process contribution which may be due to spin-spin interaction. An additional contribution, which appears to be quite long compared to the other processes, appears around 40 K and is clearly temperature dependent. More measurements are needed to accurately assign these processes, but the patterns are present.
Figure 4.15. Comparison of Multifit to UPEN for $T_1$ data at varying temperatures of the a-Si:H sample. The two programs match well until 20 K, which requires a longer time window for accurate measurement of $T_1$. 
Figure 4.16. Comparison of Multifit to UPEN for T₁ data at 30 K of the a-Si:H sample. Relaxation was measured using time window lengths of 32 ms (A), 800 μs (B), and 160 μs (C). The short time window could not be correctly adjusted for measurements below 40 K; as a result, Multifit and UPEN values did not match and T₁ could not be defined.
4.2.4 Conclusions

The diamond samples emphasized the effect of concentration on relaxation, while the a-Si:H focused on the effect of temperature. At room temperature, data analysis was straightforward, and both $T_2$ and $T_1$ could be described by single exponential decay and recovery functions, respectively. At lower temperature, both $T_2$ and $T_1$ seemed to fit double exponential functions better, and at 20 and 30 K, relaxation appears to be triple exponential. Many studies have been performed using non-EPR techniques to determine accuracy of fitting multiple exponentials to a data set. Using NMR, Clayden and Hesler determined that a double exponential function could be fit with confidence if SNR $\geq 100$, while a triple exponential fit required SNR $\geq 1000$ [94]. On average, the SNR for $T_1$ between 20-70 K was 70, which is not high enough to justify a double-exponential fit. The triple exponential observed for 20 and 30 K is also difficult to verify based on these SNR requirements. For this reason, the triple exponential was not examined in detail. The trace closely follows the double exponential, and the two are difficult to distinguish. With low SNR, it has been reported that double and triple exponential functions both provide reasonable interpretations of data [95].

When taken together, accurate interpretation of $T_2$ and $T_1$ relaxation times for a-Si:H collected at low temperature as presented is challenging. At higher temperatures (60 and 70 K), $T_2$ appears to be longer than $T_1$, which is unexpected based on the nature of these relaxation times. This could be a result of the additional processes contributing to $T_2$ at these temperatures (see Figure 4.14), or from measurements of $T_1$ being skewed.
by the length of the data collection time window, which was observed at lower temperature. Measurements at 30 K suggested a component of $T_1$ relaxation that was considerably longer than $T_1$ at 40 K, a trend that continued to lower temperature. These measurements were limited by the requirement of liquid He, and further measurements at additional temperatures using longer time windows would benefit comparison of $T_2$ and $T_1$ as a function of temperature for this sample.

The relatively low SNR that hindered collection of both CW and pulse measurements can be overcome using rapid scan. With rapid scan, the SNR improved over two orders of magnitude when collected in the same time as CW [42]. The diamond sample had a similar improvement in SNR using rapid scan. Like the diamond samples, a-Si:H provided an excellent example of long relaxation times that are difficult to analyze using conventional EPR techniques.
Chapter 5: Solid Organic Radicals

The solid organic radicals studied were BDPA and DPPH (Figure 5.1). Crystalline BDPA was examined, and DPPH was dissolved in polystyrene. Studies of BDPA are reported in reference [41], and studies of DPPH are reported in reference [96].

![Figure 5.1. Structures of BDPA and DPPH.](image)

5.1 BDPA

5.1.1 Introduction

BDPA (1,3-bisdiphenylene-2-phenylallyl) is a solid stable radical used for a variety of chemically-relevant applications. The most widespread application of BDPA is in NMR for dynamic nuclear polarization (DNP) experiments [97-101] in which spin polarization is transferred from electron to nuclear spins resulting in NMR signal enhancement. BDPA has been used for many other applications, including radical scavenging for kinetic studies of flavonoids [102], peroxides [103], and sulfonyl radicals [104]. The unique stability of BDPA can be utilized for charge storage in...
batteries [105] and characterization of single molecules on a nanoparticle film, useful for data storage, spintronics, or quantum computing [106]. Lastly, BDPA has been used as a standard to assess high-frequency spectrometer performance [9] and has been well-characterized by EPR.

A beneficial quality of the magnetically concentrated solid BDPA is the strong CW EPR signal, which has been utilized for the development of new EPR techniques [107-109]. The initial aim of this project was to demonstrate the utility of rapid scan for extraction of $T_2$ from the simulation spectra at very fast rates. Solid BDPA at room temperature has a relatively short relaxation time ($T_2 \sim 120$ ns) that is difficult to measure using pulse methods but can be determined by rapid scan through simulation of the wiggle decay. $T_2$ values found in this manner were compared to the conventional technique of calculation using the CW linewidth and electron gyromagnetic ratio in Equation 1.6. Preliminary results performed by Deborah Mitchell showed that simulations of rapid scan data for bulk BDPA could not be fit to the spectra using a single value of $T_2$. About 400 different samples were then analyzed as single BDPA particles by CW. Once it was determined that different particles had different $T_2$ values, particles were analyzed by rapid scan, simulated, and compared to $T_2$ values from CW linewidth. The rapid scan spectra were also deconvolved and pseudomodulated to obtain derivative spectra, whose lineshapes were compared directly to CW. The comparisons were extended to include differences in simulation fitting and deconvolution for different scan rates, varying both scan frequency and amplitude.
5.1.2 Materials and Methods

The smallest-possible individual particles of 1:1 BDPA:benzene (Sigma Aldrich) were transferred into 0.8 mm i.d. Pyrex capillaries. These were placed inside a 4 mm quartz tube for measurement of EPR spectra. CW spectra were recorded without further manipulation of the sample. For rapid scan measurements, resonator $Q$ was lowered to around 200 through addition of a 3:1 ethanol:water mixture to the 4 mm tube in the area surrounding the Pyrex capillary. Resonator $Q$ was measured prior to each EPR measurement using the relationship in Equation 2.4. The calculated value of $Q$ was used for rapid scan simulation to determine $T_2$.

5.1.3 Results and Discussion

Initial examination of heterogeneous relaxation times for solid BDPA suggested morphological variation, the extent of which depended on the size of the particle examined, as confirmed by scanning electron microscopy. CW-determined $T_2$ ranged from 80-160 ns for the much smaller particles required to obtain a single value. These values matched well to those determined by simulation of rapid scan spectra (Figure 5.2). Simulation was performed in MATLAB by finding $T_2$ values that gave the best fit to experimental data. The resulting value of $T_2$ is displayed in the figure. The rate is calculated from the experimental parameters by Equation 2.1. The value for resonator $Q$ used in the simulation and deconvolution was that calculated prior to each measurement.

Deconvolution of the rapid scan spectra also matched well to the conventional CW spectra (Figure 5.3). The method of deconvolution was described in Section 2.3.3.
Neither $T_2$ nor spectral feature comparison between CW and rapid scan was successful for larger BDPA particles, which provided insight into the nature of the crystal as a heterogeneous aggregate of small particles. Additionally, the magnetic field gradient required for echo formation is not achieved over such small samples, so pulse measurements could not be compared in this study.

**Figure 5.2.** Rapid scan simulation of data for a single BDPA particle. Simulation parameters are altered to give the best fit (black) to the original rapid scan data (pink).
Figure 5.3. Deconvolution (A) of rapid scan signal of a single BDPA particle with comparison to CW (B). The deconvolution program converts the rapid scan signal (see Figure 5.2) to absorption ((A), red and cyan) and dispersion ((A), blue and green). The derivative of the absorption is then directly compared to the CW signal ((B), red).

5.1.4 Conclusions

BDPA has a well-characterized exchange-narrowed Lorentzian lineshape, which permits the use of Equation 1.6 to determine $T_2$ from the CW spectrum. Indeed, when this was attempted for bulk samples of BDPA, lineshape simulations were in good agreement with experimental data. When the same bulk samples were analyzed by rapid scan, spectra simulated using the CW-determined $T_2$ values fit poorly with experimental data. Rapid scan revealed that BDPA particles, so widely used in magnetic resonance, exhibited a property that had not previously been described. BDPA must now be considered a heterogeneous sample with a distribution of spin packets and numerous
overlapping Lorentzian lines. Relaxation properties of the bulk material will be especially important for future use of BDPA as a standard.

5.2 DPPH

5.2.1 Introduction

DPPH (2,2-diphenyl-1-picrylhydrazyl) is a solid stable radical that shares many properties and applications with BDPA [102, 106, 110]. In solution, DPPH has been widely used for radical scavenging, especially in food science and natural product investigation [111-114]. Like BDPA, DPPH has been used for DNP enhancement [101, 115, 116]. The well-characterized spectrum of crystalline DPPH has been used as a standard for g-factor determination [117] and for spectrometer performance evaluation [11, 118]. Although it is one of the most extensively studied radicals in EPR, questions remain regarding characteristic relaxation times of DPPH.

The electron spin relaxation times of DPPH have been studied predominantly for samples with high concentrations, in the range of 3 to 140 mM, which is typical for DNP experiments. $T_1$ for DPPH doped into solid matrices is concentration dependent [119-121], and the relaxation rate has been reported to be inversely proportional to the square of the concentration [122]. Prior measurements of $T_1$ for DPPH dissolved in polymers were performed using saturation recovery [121] and progressive saturation methods [119, 120, 122, 123], and it was observed that $1/T_1$ increased linearly with temperature up to 300 K for concentrated samples. The linear dependence of relaxation rate on temperature is characteristic of a direct process, but Bowman and Kevan pointed out that this dependence could also be described by an Orbach-Aminov process with
energy gap less than 1 K [92]. The aim of this project was to examine relaxation with decreased dopant concentration and to determine the dependence of relaxation processes on concentration and microwave frequency.

5.2.2 Materials and Methods

Preparation of samples. Two concentrations of DPPH in polystyrene were prepared: 5% (140 mM) and 0.01% (340 μM) by weight. DPPH and polystyrene beads (both Sigma Aldrich) were dissolved separately in dried toluene (Acros Organics) and then combined in the appropriate ratios. This solution was poured onto a large glass plate to form a thin film which was loosely covered with foil and allowed to dry. The sample was scraped from the glass with a razor and transferred to 4 and 1.6 mm o.d. tubes. Samples were evacuated for at least three hours (pressure < 5 mTorr) to remove oxygen and then flame sealed. The photosensitivity of DPPH was found to affect relaxation rates, so samples were covered to partially exclude light during most of the preparation. Even with storage in the dark at -20 °C, signal intensity decreased with time (Figure 5.4). Most measurements were performed on samples that had been stored for less than a week.
Figure 5.4. DPPH in polystyrene Q-band samples: 140 mM (left) and 340 µM (right). The low concentration sample is a very light purple color that turns brown after exposure to light. Degradation of the high concentration sample is less obvious.

**EPR spectroscopy.** Pulse measurements were carried out on the Bruker E580 spectrometer using the ER4118X-MD5-W1 (X-band) and ER5107D2 (Q-band) dielectric resonators. The magnetic field for the relaxation time measurements was set for resonance on the center of the central line of the spectrum, which was approximately the maximum intensity of the absorption spectrum, except for the high concentration sample at Q-band (Figure 5.5). T₁ measurements were recorded by inversion recovery (IR), and T₂ measurements were recorded by two-pulse echo decay. Microwave powers were adjusted to give the maximum echo at each temperature, using either 40 or 80 ns π pulse lengths. Spin lattice relaxation rates did not depend on pulse lengths. Spin echo decay times for the high concentration sample were pulse-length dependent. The SRT was always significantly longer than T₁.
Figure 5.5. Field-swept echo-detected spectra for both concentrations of DPPH in polystyrene at X- and Q-bands. Spectra were recorded at room temperature. The high concentration sample shows signs of spectral broadening as a result of close proximity spin interactions. From X- to Q-band, the Boltzmann population is enhanced to give improved SNR at Q-band. The X- and Q-band samples were prepared independently.

For the 140 mM sample, variations in $T_1$ were observed that are attributed to nonuniformity in concentration through the sample. X-band measurements at 295 K for the high concentration sample were repeated at different sample positions by rotating the sample and changing the vertical position in the resonator. Eighteen measurements were recorded on five different days, giving an average $T_1$ value of $6.7 \pm 2.0 \mu$s and a range of values from 3.5 to 10 $\mu$s. This broad range and deviation demonstrates sample heterogeneity and the importance of sample positioning on reproducibility. The values in Figure 5.7 for the temperature dependence of $T_1$ were collected at the same position, except for the need to reposition when transitioning from liquid He to liquid N$_2$ at 80 K.

CW EPR was used to examine the half-field transition of the 140 mM sample at X-band. Spectra were collected around g-values of 2.0036 and 4.0072 on the EMX with
an ER4122-SHQ resonator at room-temperature. Parameters for both measurements were: 150 G sweep width, 100 kHz modulation frequency, 1.0 G modulation amplitude, and 0.6 mW power. Only the instrument gain and number of scans were modified to obtain the most accurate comparison between the two lines.

Data analysis. The experimental IR curves were not single exponentials. To characterize the distributions, outputs from Multifit were compared to those from UPEN. IR data for solid samples may include contributions from spectral diffusion, as well as $T_1$ [18], so for data sets that were fit better with two components, the shorter component was attributed to spectral diffusion and the longer component to $T_1$. Conversely, spin echo decay curves fit well to single exponential functions. $T_2$ values were determined using Multifit with a single exponential. At 140 mM, $T_2$ is dominated by spin diffusion, causing enhanced relaxation rates. Therefore, analysis of $T_2$ data focused on the 340 µM sample, which is sufficiently dilute to decrease contributions from spin diffusion.

The processes contributing to $T_1$ were modeled using the Mathcad program that fits the temperature dependence of $1/T_1$ as a sum of individual contributions. Modeling of the 340 µM data was based on Equation 5.2,

$$\frac{1}{T_1} = A_{\text{dir}} T + A_{\text{Ram}} \left[ \left( \frac{T}{\theta_D} \right)^9 J_8 \left( \frac{\theta_D}{T} \right) \right] + A_{\text{loc}} \left[ \frac{e^{\Delta_{\text{loc}}/T}}{\left( e^{\Delta_{\text{loc}}/T} - 1 \right)^2} \right] \quad (5.2)$$

where contributions to $T_1$ relaxation include direct, Raman, and local mode vibrations. In Equation 5.2, $A_x$ refers to the coefficient for a given contribution and $T$ is temperature.
in Kelvin. The Debye temperature is given by \( \theta_D \), while \( J_8 \) is the transport integral (Equation 5.3). The energy separation for the local mode process is represented by \( \Delta_{\text{loc}} \).

\[
J_8 \left( \frac{\theta_D}{T} \right) = \int_0^{\theta_D/T} x^8 \frac{e^x}{(e^x-1)^2} \, dx
\]

(5.3)

The fits to experimental data for the 340 µM sample were accomplished through iterations of contributions from the various processes, to minimize the sum of the squares of the residuals (Figure 5.7). Since there is no known low-lying excited state, an Orbach process was not included in the analysis for the low concentration samples.

5.2.3 Results and Discussion

Analysis of \( T_1 \) for 340 µM DPPH in polystyrene. The distributions of relaxation times as a function of temperature obtained with UPEN for 340 µM DPPH in polystyrene are shown in Figure 5.6. At X-band, the IR data at most temperatures fit well to a single exponential function (Figure 5.6A), and the analysis showed predominantly a single peak in the distributions. The single component fits were used for the analysis of temperature dependence (Figure 5.7A). At Q-band, the analysis of the IR curves indicated two components at all temperatures (Figure 5.6B). The characteristic time for the slower process as calculated with a two component fit in Multifit was attributed to \( T_1 \). The relaxation rates at X- and Q-band are similar, which indicates that the dominant contributions are frequency independent. Figure 5.7 shows the contributions from each of the processes to \( T_1 \) for 340 µM DPPH in polystyrene.

The values of the coefficients \((s^{-1})\) in Equation 5.2 that gave the best fits to the experimental data were: (X-band) \( A_{\text{dir}} = 0.2 \), \( A_{\text{Ram}} = 6.0 \times 10^3 \), and \( A_{\text{loc}} = 2.1 \times 10^4 \); (Q-
band) $A_{\text{dir}} = 0.3$, $A_{\text{Ram}} = 2.6 \times 10^3$, and $A_{\text{loc}} = 1.9 \times 10^4$. Values $\theta_D = 110$ K and $\Delta_{\text{loc}} = 500$ K were the same at both frequencies. The Raman process dominates relaxation at low temperatures, along with a small direct process contribution. A local mode becomes significant at high temperatures. The set of processes are similar at the two frequencies, with slightly increased direct process contribution at Q-band.

The model in Equation 5.2 for the temperature dependence of $T_1$ for the 340 $\mu$M sample fit the experimental data very well (solid black lines in Figure 5.7). The relaxation rates for DPPH at 100 K and 298 K are compared with those for other organic radicals in dilute glassy matrices in Table 5.1. The overall trend at both temperatures is toward shorter relaxation times for larger deviation of g-values from 2.0023. The dominant contributions to relaxation are the Raman process at 100 K and the local mode at 298 K, which also are the primary contributions to relaxation for other organic radicals in sucrose octaacetate at these temperatures [14]. The similar trends in relaxation rates at the two temperatures indicate that $A_{\text{loc}}$ and $A_{\text{Ram}}$ are correlated, which suggests that both processes modulate spin-orbit coupling.
Figure 5.6. X-band (A) and Q-band (B) UPEN analyses for 340 µM DPPH in polystyrene. Different temperature ranges were used for clarity. Figure from reference [96].

Figure 5.7. X-band (A) and Q-band (B) log-log plots of $1/T_1$ vs. temperature for 340 µM (◊) and 140 mM (Ο) DPPH in polystyrene. The contributions to $T_1$ (fit in solid black) for the 340 µM sample are the Raman process (large dash), a local mode (dot dash), and the direct process (small dash). The magnitude of each contribution is similar for the two frequencies. Figure from reference [96].
<table>
<thead>
<tr>
<th>Radical</th>
<th>Matrix</th>
<th>Conc. (mM)</th>
<th>$g_{iso}$</th>
<th>$T_1$ at 100 K</th>
<th>$T_1$ at ~298K</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>BDPA$^a$</td>
<td>Sucrose octaacetate</td>
<td>&lt; 3</td>
<td>2.0026</td>
<td>10 ms</td>
<td>1 ms</td>
<td>[14]</td>
</tr>
<tr>
<td>BDPA$^a$</td>
<td>Polystyrene</td>
<td>0.2</td>
<td>2.0026</td>
<td>47 ms$^c$</td>
<td>90 µs</td>
<td>Unpublished</td>
</tr>
<tr>
<td>DPPH</td>
<td>Sucrose octaacetate</td>
<td>&lt; 3</td>
<td>2.0036</td>
<td>1 ms</td>
<td>100 µs</td>
<td>[14]</td>
</tr>
<tr>
<td>DPPH</td>
<td>Polystyrene</td>
<td>0.34</td>
<td>2.0036</td>
<td>1.2 ms</td>
<td>65 µs</td>
<td>[14]</td>
</tr>
<tr>
<td>Galvinoxyl</td>
<td>Sucrose octaacetate</td>
<td>&lt; 3</td>
<td>2.0044</td>
<td>300 µs</td>
<td>8 µs</td>
<td>[14]</td>
</tr>
<tr>
<td>TPHIO$^b$</td>
<td>Sucrose octaacetate</td>
<td>&lt; 3</td>
<td>2.0059</td>
<td>300 µs</td>
<td>40 µs</td>
<td>[14]</td>
</tr>
<tr>
<td>Tempone</td>
<td>1:1 water:glycerol</td>
<td>1</td>
<td>2.0059</td>
<td>150 µs</td>
<td>N/A</td>
<td>[124]</td>
</tr>
<tr>
<td>Tempone</td>
<td>Sucrose octaacetate</td>
<td>&lt; 3</td>
<td>2.0060</td>
<td>80 µs</td>
<td>4 µs</td>
<td>[14]</td>
</tr>
</tbody>
</table>

$^a$ 1,3-bisdiphenylene-2-phenylallyl  
$^b$ 1,1,3,3-tetraphenylisoindolin-2-yloxy
$^c$ $T_1$ at 80 K

Table 5.1. $T_1$ values for organic radicals in glassy matrices at X-band. Table from reference [96].

The temperature dependence of $T_2$ for the 340 µM sample is shown in Figure 5.8. $1/T_2$ is faster at about 140 K than at higher and lower temperatures. A similar enhancement in spin echo dephasing has been reported for a spin-labeled polystyrene [125]. The enhancement with maximum impact at about 140 K was attributed to a wagging motion of the phenyl groups of the polystyrene, which is likely to also apply to the DPPH in polystyrene sample. The increase in relaxation rates above about 200 K is attributed to softening of the polystyrene matrix.
Figure 5.8. X-band (▲) and Q-band (●) log-log plots of $1/T_2$ vs. temperature for 340 µM DPPH in polystyrene. The enhancement around log $T = 2.1$ is attributed to a phenyl group wagging motion. Figure from reference [96].

**Analysis of $T_1$ for 140 mM DPPH in polystyrene.** As reported by others, $T_1$ for DPPH doped in solid matrices is strongly concentration dependent [119-122], and relaxation rates for the 140 mM sample are orders of magnitude faster than at lower concentrations (Figure 5.7). The strong electron-electron interactions in the 140 mM sample are confirmed by the observation of a half-field transition (Figure 5.9), from which an average electron-electron distance ($r$) of about 9 Å was calculated (Equation 5.4 [126]), which is similar to the 13 Å expected if this concentration were uniformly distributed [127].

$$\text{relative intensity} = \frac{A}{r^6} \left(\frac{9.1}{\nu}\right)^2 \quad (5.4)$$
Relative intensity is the comparison of CW spectral integration in CWLV, and $\nu$ is the operating frequency of the instrument. The coefficient $A$ is equal to 19.5 for organic biradicals close to the free-electron $g$-value.

**Figure 5.9.** Half field spectrum (A) and $g = 2.0036$ spectrum (B) of 140 mM DPPH in polystyrene. Both spectra were recorded with 0.6 mW power and 1.0 G modulation amplitude at 100 kHz modulation frequency. The half-field transition is the average of 1280 scans, and the $g = 2.0036$ signal was recorded in a single scan. Figure from reference [96].

At this high concentration of DPPH, analysis of IR curves becomes difficult due to the wide distribution of $T_1$ values that is attributed to localized concentration variations in the sample. Analysis of the data with UPEN showed broad and poorly defined distributions. The values in Figure 5.7 are the longer components obtained by fits with two exponentials. At 140 mM, the relaxation rates at X- and Q-band are similar and vary approximately inversely with temperature as reported previously [119-123]. The contributions from the Raman and local mode process that dominated for the low concentration sample are very small relative to the experimental relaxation rates for the high concentration sample. The absence of significant frequency dependence of $T_1$ rules
out contributions from thermally-activated processes [128]. These rates (Figure 5.7) are still significantly slower than the temperature-independent value of 0.2 μs reported for magnetically concentrated DPPH at 28 MHz [129].

Strong electron-electron interactions dominate relaxation processes at X- and Q-band for 140 mM DPPH in polystyrene and make the relaxation much faster than at lower concentrations. The relaxation times at 77 K at X- and Q-band are 3.9x10⁻⁵ and 2.7x10⁻⁵ s, respectively. These values are similar to the previously reported values at 77 K at X-band (read from plots) of 8x10⁻⁶ s [120] and 2.5x10⁻⁵ s [123] for 140 mM DPPH in polystyrene. For 44 mM BDPA in sucrose octaacetate between 90 and 290 K at Q-band, 1/T₁ was approximately linearly dependent on temperature, although at lower concentrations its relaxation was dominated by Raman and local mode processes [130]. This dependence of 1/T₁ on T is similar for the high concentration samples of both DPPH and BDPA. It has been proposed that the dependence of 1/T₁ on T for DPPH is due to the direct process [123] or to an Orbach process with energy less than 1 K [92]. Frequency dependence is predicted for the direct process [131], so the similarity in relaxation rates for the high concentration DPPH sample at X-band and Q-band (Figure 5.7) is not consistent with assignment of a direct process.

5.2.4 Conclusions

IR measurements of T₁ for 140 mM DPPH in polystyrene confirm the results obtained in prior studies using CW power saturation that T₁ varies approximately linearly with 1/T. The similarity in relaxation rates at X- and Q-band suggests that the primary contribution to T₁ relaxation at this high concentration may not be the direct
process. At lower concentrations (340 μM), the temperature dependence of 1/T$_1$ is similar to that of other organic radicals in glassy solvents, and is dominated by the Raman process and a local mode. A local minimum in T$_2$ at about 140 K is consistent with prior assignment of phenyl motion within the polystyrene matrix.

5.3 Summary

This chapter dealt with samples that were studied for very different purposes. The BDPA project began as a means to show the utility of rapid scan as a new EPR technique. This evolved into an elegant example of rapid scan revealing spectral features that cannot be seen with CW. The DPPH project was motivated by prior papers reporting relaxation for very high concentrations of DPPH in polystyrene. Using more advanced techniques, results showed that these concentrations did not allow accurate description of relaxation mechanisms. By preparing a lower concentration of DPPH in polystyrene, the processes contributing to T$_1$ could be identified.
Chapter 6: Radicals in Solution

The EPR properties associated with paramagnetism in solids arising from lattice defects, partially filled atomic orbitals, or free radicals, can be vastly transformed for compounds studied in solution. Orientation dependence is replaced with motional averaging, and different processes contribute to relaxation, hyperfine interactions, concentration effects, and other properties. BDPA and DPPH were the only radicals to be studied both as solids and in solution in this project. Comparison of different states of these compounds provides less insight into their relaxation properties than comparison to other dissolved radicals. For this reason, a variety of dissolved compounds are introduced in this section for a more complete survey of radicals in solution.

6.1 BDPA, DPPH, Galvinoxyl, and Thianthrene

6.1.1 Introduction

*BDPA and DPPH.* Applications of solid BDPA and DPPH were discussed in the previous chapter. BDPA is a unique carbon-centered radical containing no heteroatoms, which can significantly impact electron spin relaxation. Relaxation times of dissolved BDPA were compared to other organic radicals, providing insight into the effects of molecular structure and heteroatoms on electron spin relaxation.

*Galvinoxyl.* Similar to BDPA and DPPH, galvinoxyl (Figure 6.1) is used for a variety of different applications, including DNP [132, 133]. Like DPPH, galvinoxyl has
been used to assess antioxidant activity of many different food products [134-136], including spices [137], teas [138], and oils [139]. Galvinoxyl has also been used for synthesis of unusual compounds [140], particularly with multiplet ground states [141-143]; stabilization and interaction of multiplet states with galvinoxyl have been studied extensively by EPR [144-146].

Relaxation properties of galvinoxyl were analyzed for comparison to other organic radicals in solution. The primary aim was to examine the influence of structural features (heteroatoms, charge, and size) on relaxation times of tumbling radicals. Compounds involved in this study include BDPA, DPPH, PDT, mHCTPO, thianthrene, and Triarylmethyl radicals OX63 and Trityl-CH$_3$.

**Figure 6.1.** Structures of galvinoxyl and the thianthrene cation radical.

*Thianthrene cation radical.* Like galvinoxyl, thianthrene was used for comparison of relaxation to other organic radicals in solution. Thianthrene belongs to a unique class of ion-radicals in which both the charge and electron density are fully delocalized (Figure 6.1). Thianthrene itself is a neutral compound, but the cation radical forms via several routes, notably exposure to strong acid. The majority of EPR using the thianthrene radical was performed in the 1950s and 1960s where studies focused on structure elucidation and identification of coupling species [147]. A lag in EPR studies of thianthrene followed, ending briefly in the early 1990s. EPR was used to identify the
thianthrene cation radical created spontaneously through adsorption of the neutral precursor to acid zeolites [148] or clay [149], via photoinduced electron transfer. More recent studies involving the cation radical focus on applications to organic chemistry [150] or use of thianthrene derivatives as EPR-active oxidation probes [151]. Although EPR studies have dwindled, the thianthrene cation radical contributed to the furthering of EPR as a powerful spectroscopic technique in the early years of the field.

6.1.2 Materials and Methods

**BDPA.** To study BDPA in solution, an individual particle was dissolved in toluene, and oxygen was removed by N\(_2\) purge. The concentration was measured by UV-vis absorbance at 488 nm [41]. Solutions were prepared from single BDPA particles for comparison of CW to rapid scan EPR, but samples of known concentration in toluene (0.7, 1.4, 2.8, 5.5, and 12.5 µM) were also prepared to characterize concentration effects on relaxation times.

**DPPH.** For characterization in solution, DPPH was dissolved in toluene to a concentration of 12.0 µM. This value was confirmed by UV-vis absorbance at 515 nm using an extinction coefficient of 12000 M\(^{-1}\)cm\(^{-1}\) [110]. The solution was degassed by FPT and sealed.

**Galvinoxyl and thianthrene.** Galvinoxyl in toluene (2.8 µM, confirmed by UV-vis absorbance at 428 nm with extinction coefficient 175000 M\(^{-1}\)cm\(^{-1}\) [152]) was prepared for comparison of relaxation to BDPA and DPPH in toluene. Solid thianthrene, also for comparison to BDPA and DPPH, was prepared [153] by Ashley McDaniel in the laboratory of Prof. Matthew Shores at Colorado State University. Due
to limited solubility, thianthrene was dissolved in trifluoroacetic acid (TFA) instead of toluene. Thianthrene is extremely water-sensitive, so samples were run immediately following preparation and maintained under continuous N₂ purge. Several concentrations were prepared (90-700 μM). Degradation was monitored over several days by measuring decreasing UV-Vis absorbance. FPT preparation was attempted, but sample degradation was too rapid for practicality.

EPR spectroscopy. CW spectra were collected on the Bruker EMX and EMX Plus systems. Pulse measurements were performed on the Homebuilt pulse system at X-band. T₂ was collected by spin echo decay and T₁ by inversion recovery (IR). Rapid scan was collected on the Bruker E500T with the FlexLine ER4118X–MD5 dielectric resonator. Magnetic field scans were formed using a Tektronix AWG2021 arbitrary waveform generator operating with around 1% duty cycle.

6.1.3 Results and Discussion

Comparison of rapid scan to CW for BDPA. Rapid scan of BDPA in solution was compared to CW as an offshoot of the analogous comparison study on solid BDPA particles. BDPA is soluble in many organic solvents excluding water [10], so toluene was used to dissolve a single BDPA particle. The very narrow linewidth of solid BDPA is largely caused by exchange interactions that average hyperfine interaction. In solution, hyperfine splitting becomes increasingly defined with oxygen removal. Oxygen was removed for CW measurement by N₂ purge. For rapid scan, Q is usually lowered using a water/ethanol mixture, but purging rapidly evaporates the ethanol. The rapid scan spectrum was therefore obtained by removing the purge line, adding the
water/ethanol and quickly collecting the spectrum before considerable oxygen could be absorbed. An initial comparison of rapid scan and CW was completed, with some discrepancy in the amount of degassing between the two experiments (Figure 6.2). Considering the large effect of oxygen concentration on hyperfine resolution, the two spectra matched very well.

**Figure 6.2.** Deconvolution (green) of dissolved BDPA compared to CW (blue). Traces in the top panel correspond to the rapid scan signal (absorption, red and cyan and dispersion, blue and green) for a single cycle of up and down scans collected with 204800 averages. The sample had been purged for three hours prior to measurement. Additional rapid scan parameters are listed in the bottom panel. CW was collected with 4096 points in 16 scans after purging for one hour. Modulation frequency and amplitude were 30 kHz and 0.08 G.

Broadening of the rapid scan spectrum was attributed to mathematical signal filtering in the deconvolution program. Additional splittings were apparent in the CW spectrum, which does not appear to be fully degassed. Another experiment was
therefore performed to determine the amount of purging necessary for complete hyperfine resolution. It became evident that purging the dissolved BDPA samples would take too long to be practical (Figure 6.3). Therefore, a sample was prepared via freeze-pump-thaw to remove the oxygen, and this sample was used for CW and pulse measurements. Rapid scan could not be collected on this sample as the solvent (toluene) was not lossy enough to decrease resonator $Q$ an appropriate amount. Recent synthesis of a water-soluble adduct [10] may allow for this comparison in the future.

![Figure 6.3](image)

**Figure 6.3.** Resolution of hyperfine lines with increased N$_2$ purge times. CW spectra were collected with 4096 points, averaging 25 scans using 10 kHz modulation frequency and 0.01 G amplitude.

*Comparison of BDPA relaxation to that of other organic radicals.* Table 6.1 provides a summary of the radicals presented in this section. The radicals studied have molecular masses between 170-1340 g/mol and are dissolved in low viscosity solvents. Tumbling correlation times are short enough to be at or near the fast tumbling regime.
where $T_1$ to $T_2$ and both $T_1$ and $T_2$ may become shorter as the tumbling correlation time decreases, depending on the relaxation mechanism. The concentrations were selected to be in the range in which collisions do not dominate relaxation.

<table>
<thead>
<tr>
<th>Structure</th>
<th>Compound</th>
<th>Solvent</th>
<th>Concentration</th>
<th>$T_2$ ($\mu$s)</th>
<th>$T_1$ ($\mu$s)</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1" alt="BDPA" /></td>
<td>BDPA (496 g/mol)</td>
<td>Toluene</td>
<td>0.70 $\mu$M</td>
<td>9.8</td>
<td>12</td>
</tr>
<tr>
<td><img src="image2" alt="Trityl-CH₃" /></td>
<td>Trityl-CH₃ (975 g/mol)</td>
<td>Water</td>
<td>0.20 mM</td>
<td>9.1</td>
<td>16</td>
</tr>
<tr>
<td><img src="image3" alt="OX83" /></td>
<td>OX83 (1340 g/mol)</td>
<td>Water</td>
<td>0.20 mM</td>
<td>6.4</td>
<td>15</td>
</tr>
<tr>
<td><img src="image4" alt="Galvinoxyl" /></td>
<td>Galvinoxyl (422 g/mol)</td>
<td>Toluene</td>
<td>2.8 $\mu$M</td>
<td>2.1</td>
<td>2.8</td>
</tr>
<tr>
<td><img src="image5" alt="DPPH" /></td>
<td>DPPH (394 g/mol)</td>
<td>Toluene</td>
<td>12 $\mu$M</td>
<td>1.3</td>
<td>2.0</td>
</tr>
<tr>
<td><img src="image6" alt="mHCTPO" /></td>
<td>mHCTPO (195 g/mol)</td>
<td>Toluene</td>
<td>0.40 mM</td>
<td>0.52</td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Water</td>
<td>0.25 mM</td>
<td>0.53</td>
<td>0.64</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Water</td>
<td>60 $\mu$M</td>
<td>0.65</td>
<td>0.76</td>
</tr>
<tr>
<td><img src="image7" alt="PDT" /></td>
<td>PDT (170 g/mol)</td>
<td>Water</td>
<td>0.25 mM</td>
<td>0.56</td>
<td>0.59</td>
</tr>
<tr>
<td><img src="image8" alt="Thianthrene" /></td>
<td>Thianthrene (216 g/mol)</td>
<td>TFA</td>
<td>Unknown (degraded)</td>
<td>0.1 - 0.4</td>
<td>0.4 - 1</td>
</tr>
</tbody>
</table>

**Table 6.1.** Molecular properties that contribute to relaxation for the radicals in solution. Size, shape, tumbling correlation times, and concentration affect molecular collisions in a predictable manner for these compounds. The trityl-CH₃ and OX63 measurements were described in [154]. The 60 $\mu$M mHCTPO measurements were collected by Joshua Biller and Hanan Elajaili.
Initial relaxation measurements were performed on a single particle of BDPA dissolved in toluene and sealed following FPT. The $T_2$ measured for the BDPA sample was 15 $\mu$s, which is quite long compared to other organic radicals in solution. After 24 hours, the $T_2$ had increased to just under 20 $\mu$s, indicating sample degradation leading to lower radical concentration. A new sample was made at a known concentration of 12.5 $\mu$M. The $T_2$ of this sample was initially 1.2 $\mu$s, but rose to 8.2 $\mu$s after 48 hours. The rapid changes in $T_2$ with sample degradation prompted an examination of the impact of concentration on relaxation times of BDPA. Figure 6.4 shows the strong concentration dependence of relaxation for this radical, which is attributed to $\pi$-stacking and molecular collisions. $T_2$ and $T_1$ values for various concentrations were monitored over several days, along with dissolved galvinoxyl and DPPH (Table 6.2). Galvinoxyl displayed slight concentration dependence and degradation, while DPPH relaxation stayed constant. Unlike BDPA, the unpaired electrons of galvinoxyl and DPPH have substantial spin density on oxygen and nitrogen atoms, respectively. Spin-orbit coupling with the heteroatoms shifts the g-values away from 2.0026 and enhances spin lattice relaxation, decreasing both $T_1$ and $T_2$. 
Figure 6.4. Relaxation times for BDPA in toluene as a function of concentration. The strong concentration dependence is attributed to π-stacking and radical-radical collisions. Pulse parameters: \( \pi/2 = 40 \) ns, SRT = 200-400 \( \mu \)s, 256 steps, 512 points/step, \( d_1 = 300 \) ns, 9.4 GHz. Power was adjusted to maximum echo height, and gate was FWHM on oscilloscope.

<table>
<thead>
<tr>
<th>( T_2 ) (( \mu )s)</th>
<th>conc (( \mu )M)</th>
<th>initial</th>
<th>24 hours</th>
<th>72 hours</th>
<th>( T_1 ) (( \mu )s)</th>
<th>conc (( \mu )M)</th>
<th>initial</th>
<th>24 hours</th>
<th>72 hours</th>
</tr>
</thead>
<tbody>
<tr>
<td>12.5</td>
<td>1.2</td>
<td>8.2</td>
<td></td>
<td></td>
<td>12.5</td>
<td>1.3</td>
<td>18</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.5</td>
<td>2.6</td>
<td>11</td>
<td>12</td>
<td></td>
<td>5.5</td>
<td>2.9</td>
<td>21</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>2.8</td>
<td>4.6</td>
<td>14</td>
<td>14</td>
<td></td>
<td>2.8</td>
<td>5.9</td>
<td>28</td>
<td>29</td>
<td></td>
</tr>
<tr>
<td>1.4</td>
<td>2.0</td>
<td>15</td>
<td>14</td>
<td></td>
<td>1.4</td>
<td>2.1</td>
<td>30</td>
<td>31</td>
<td></td>
</tr>
<tr>
<td>0.7</td>
<td>9.8</td>
<td>27</td>
<td>21</td>
<td></td>
<td>0.7</td>
<td>12</td>
<td>65</td>
<td>55</td>
<td></td>
</tr>
<tr>
<td>galv 2.8</td>
<td>2.1</td>
<td>2.8</td>
<td></td>
<td></td>
<td>galv 2.8</td>
<td>2.1</td>
<td>3.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DPPH 12.0</td>
<td>1.3</td>
<td>1.3</td>
<td></td>
<td></td>
<td>DPPH 12.0</td>
<td>2.0</td>
<td>2.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6.2. Degradation and relaxation concentration dependence of BDPA in toluene compared to galvinoxyl and DPPH. The difference in relaxation times comparing 24 to 72 hours is likely not a concentration effect but rather a consequence of the very poor SNR for the degraded samples.

The degradation of BDPA caused much larger changes in relaxation than the other radicals studied, so additional samples were prepared to better understand this
system. Regardless of the initial concentration of BDPA, $T_2$ and $T_1$ increased to around 14 and 30 μs, respectively, for all samples except the lowest concentration prepared. Following initial degradation, these values were stable for at least two weeks. Possible conversion of the paramagnetic BDPA radical to the diamagnetic form was investigated by dissolving a single crystal in carbon tetrachloride and recording an NMR spectrum after the sample sat for two days. There was a small peak in the aromatic region, but not enough to account for a large change in concentration. Ultimately, the degradation mechanism was not elucidated for BDPA in toluene, although it is possible that the carbon-centered radical reacts at a phenyl ring position, a phenomenon seen for the triphenylmethyl Gomberg radical [155, 156].

The structure of BDPA parallels other triarylmethyl (trityl) radicals, and this class of compounds share many magnetic properties. BDPA and other trityls are carbon-centered radicals with $g$-values close to 2.0026 and small unresolved proton hyperfine splittings. At low concentrations, the relaxation times for these radicals are longer than for radicals with larger nuclear hyperfine interactions. Unlike other radicals studied, BDPA does not contain heteroatoms which tend to increase relaxation times. Additionally, relaxation times for other trityls studied are less concentration dependent than for BDPA because of the negatively charged carboxy groups which decrease $\pi$ stacking and make collisions less probable.

The nitroxide radicals are the smallest of the radicals studied; the molecules are tumbling more rapidly, and the $g$-values are further from 2.0026. In addition, the large anisotropic nitrogen hyperfine coupling provides a highly effective mechanism of
electron spin relaxation [157]. These factors lead to much shorter relaxation times for nitrooxides compared to BDPA. A variety of complex factors contribute to nitrooxide radical relaxation, and these are discussed in detail in Section 6.2.

The final radical compared to BDPA is the thianthrene radical cation, in which the spin density is fully delocalized. Like DPPH and galvinoxyl, the heteroatoms cause a shift to a higher g-value of 2.0084 [13, 149]. The five-line spectrum, first reported in 1955 [21], is attributed to the four para hydrogen atoms on the neighboring rings [149]. It became clear that the dissolved sample degrades rapidly in the first 24 hours following preparation, but then degradation slows (Figure 6.5A). Repeatability of relaxation measurements was attempted on samples that were newly prepared each day. There was wide variation in the field-swept echo-detected spectrum appearance (Figure 6.6) each day that could not be explained by sample positioning, or even positioning of a wrench in the field used to decrease FID interference. Adjustment of the acquisition gate and phase altered the echo appearance, but not in a repeatable or predictable manner. This variability carried over into relaxation measurements, which were too unreliable for accurate determination of $T_2$ and $T_1$. A final experiment aimed to describe the impact of oxygen concentration on the hyperfine resolution of the CW spectrum, similar to the experiment performed on solid BDPA. The highest concentration sample (700 μM) was purged for four hours with N₂ and CW spectra collected immediately after removing the purge line, 15 minutes, and then 30 minutes later (Figure 6.5B). Interactions with oxygen broaden the line to almost complete signal loss, a characteristic also observed for semiquinone radicals (Hanan Elajaili). The impact of oxygen
concentration is more substantial for the thianthrene cation radical than the other dissolved radicals studied here. The source of variability seen for pulse measurements of this sample was not determined.

**Figure 6.5.** Degradation (A) and oxygen concentration dependence (B) of thianthrene. The solution was monitored by UV-Vis to assess the presence of the radical cation after several days (A). The CW spectrum (B) is extremely sensitive to oxygen concentration. Hyperfine lines are well-defined with four hours of N₂ purge (purple trace). 30 minutes after the purge line is removed, the signal is diminished (pink trace). CW were collected with 4096 points averaged for 4 scans with modulation frequency and amplitude of 100 kHz and 0.02 G.
Figure 6.6. Variations seen in the field-swept echo-detected spectra of thianthrene in solution at room temperature. Consistent shapes could not be achieved through resonator retuning or N₂ purge. Relaxation measurements were attempted for different echoes. T₂ values ranged from 110 – 380 ns and T₁ from 390 – 980 ns. Pulse parameters: \( \pi/2 = 40 \) ns, SRT = 100 μs, 256 steps, 512-2048 shots/step, \( d_1 = 300-500 \) ns, 25 scans, 9.5 GHz. Power was adjusted to maximum echo height, and the gate was FWHM on oscilloscope.

6.1.4 Conclusions

Comparison of relaxation times for a variety of radicals in solution provides an excellent opportunity to understand the factors affecting relaxation. These factors differ greatly from the solid radicals presented in Chapters 3-5. The largest contributors to relaxation for the molecules studied in this section are tumbling in solution, collisions with molecular oxygen, orbital angular momentum due to heteroatoms within the molecule, anisotropic hyperfine coupling, and delocalization of spin density. Taking these factors into account, it is not surprising that molecules with similar size, and in turn similar tumbling correlation times, do not necessarily have the same relaxation times. The next section focuses solely on nitroxide radicals, and the effect of tumbling correlation time is examined in greater detail.
6.2 Nitroxide Radicals

6.2.1 Introduction

Nitroxide radicals are remarkably stable compounds in which the free electron is centered on a nitrogen-oxygen bond. Nitroxide radicals may be the most ubiquitous class of compounds studied by EPR. Stability is augmented by steric bulk of substituent groups on the carbons adjacent to the N-O moiety [158]. This stability makes nitroxide radicals attractive for a variety of applications in EPR, from spin trapping to protein labeling [159]. This project focused on nitroxides designed for use as spin probes in biological imaging. The structure of this class of compounds can be tuned for a variety of in vivo probe functions. Changes in hyperfine splitting can be used to monitor pH, and a range of nitroxide radicals have been synthesized to span the pH spectrum [160]. Successful in vivo measurements have been performed in rat stomach [161] and on human skin [162]. Nitroxides are also tunable for studies of redox environment in vivo. Reduction of nitroxides to hydroxylamines occurs in vivo through interaction with either ascorbic acid or thiols, notably glutathione, and redox studies often center on the rate of this conversion [163, 164]. The impact of oxygen concentration on spectral linewidth is also utilized to examine hypoxic environments in vivo [165]. Nitroxides have proven to be powerful probes for the study of tumors, which are characterized by decreased pH and oxygen concentration, and an increased amount of reducing agent.

Multifunctional spin probes have been developed for the specific study of tumor environments [166, 167], but additional considerations are necessary to image tumors using EPR. Many prior studies have focused on T₂ relaxation alone, but T₁ is gaining
in importance and applicability to the field [168]. An ideal candidate for imaging would have long $T_1$ for collection of maximum signal. Signal to noise is also a relevant consideration, and many factors contribute to shortening of $T_1$ and decreasing SNR. The focus of this project is to gain a better understanding of these factors and to characterize, in depth, the relaxation properties of a number of unique nitroxide radicals for application to EPR imaging. By recognizing the influence of different structural features on molecular tumbling, hyperfine interactions, and $g$ anisotropy, novel nitroxides can be designed to be structurally tuned for imaging. Additionally, a thorough study of nitroxide relaxation times at varying frequency, concentration, and viscosity is of general interest to the field, as nitroxides are used for a multitude of *ex vivo* applications. This work was published in references [157, 169, 170].

6.2.2 Materials and Methods

*Sample preparation.* To undertake a thorough characterization of nitroxide radicals in solution, a number of compounds were studied, including several with large structural variations. Compounds 1, 3, and 4 (Figure 6.7) were prepared [157, 171] by Prof. Gerald Rosen at the University of Maryland Center for Biomedical Engineering and Technology. Compound 2 was provided [172] by Prof. Howard Halpern at the University of Chicago, compound 5 by Prof. Andre Rassat [173], and compound 6 from Prof. Steven Bottle, [14] currently at the Queensland University of Technology. Compound 1 was also purchased commercially from CDN isotopes and was experimentally indistinguishable from Rosen’s preparation. Solutions were prepared as described in Table 6.3. Compound 6 was dissolved in toluene due to low solubility in
water. Oxygen was removed via N\textsubscript{2} purge for all samples, except 2A in toluene which was flame sealed following FPT.

**Figure 6.7.** Structures of the nitroxide radicals studied in this section. Shorthand:

1 - **PDT** (4-oxo-2,2,6,6-tetra-perdeuteromethyl-piperidinyl-oxyl-d\textsubscript{16})
2 - **mHCTPO** (4-hydro-3-carbamoyl-2,2,5,5-tetra-perdeuteromethyl-pyrrolin-1-oxyl-d\textsubscript{12})
3 - **proxyl** (3-carboxy-2,2,5,5-tetramethyl-1-pyrrolidinyloxyl)
4 - **nitronyl** (2-(4-carboxy-phenyl)-4,4,5,5-tetramethylimidazoline-3-oxide-1-oxyl)
5 - **Rassat radical** (2,5-di-tert-butyl-3,4-bis(methoxycarbonyl)-1H-pyrrole-1-oxyl)
6 - **TPHIO** (1,1,3,3-tetraphenylisoindolin-2-yloxyl)
Table 6.3. Solutions of nitrooxides from Figure 6.7 were prepared in different solvents at varying concentrations. 1A-3A refer to the $^{14}$N derivative of the compound, and 1B-3B refer to the $^{15}$N derivative. Compounds 4, 5, and 6 were studied as $^{14}$N isotopes only.

Reproducibility of relaxation time measurements. Initial measurements were performed on evacuated and sealed samples of 0.27 mM 1A in water and 0.4 mM 2A in toluene. $T_2$ and $T_1$ values were collected almost every day for each sample, totaling approximately 30 data points for each line of both nitrooxides (low, center, and high field). Relaxation times were initially collected on the Bruker E580 system and later on the Homebuilt pulse system for comparison. Relaxation times obtained by different instrument operators were also compared.

Following initial repeatability experiments, different concentrations of both $^{14}$N and $^{15}$N derivatives of 1, 2, and 3 in water were examined. $T_2$ and $T_1$ data were recorded in triplicate (to assign error bars) for each nitrooxide at 250µM, 125µM, 63µM, 32µM. This aspect of the project was performed primarily on the Homebuilt pulse with help from Hanan Elajaili and Joshua Biller.
In addition to finding $T_1$ values by inversion recovery (IR), the 250 µM concentrations of each nitroxide were analyzed for $T_1$ by saturation recovery (SR). These measurements were initially recorded on the Homebuilt SR system, but final results were reported from the E580. Collection of a number of data points allowed assessment of reproducibility for the SR measurements and to again compare the two different instruments. The $T_1$ values collected by SR were compared to results from IR.

*Variable frequency measurements.* All of the nitroxide radicals in Figure 6.7 were studied at VHF, L-band, S-band, X-band, and Q-band (Section 2.1). Nitroxide 4 is a 5-line spectrum ($2nI + 1$, where $n = 2$ and $I = 1$) and relaxation of only the central three lines are reported. Measurements below X-band were performed by Joshua Biller on homebuilt systems. X-band data were collected on the E580 and the Homebuilt pulse instrument. All Q-band measurements were performed on the E580.

### 6.2.3 Results and Discussion

*Repeatability of relaxation measurements.* Prior to this study, $T_2$ and $T_1$ measurements were thought to be repeatable to around ±10%. Taking the confidence interval into account, the data varied by less than 5% from day to day. This value was consistent regardless of instrument or operator, allowing for a large number of data points to be collected in a short period of time. The extensive and precise data collected were used to assign a dependence of $T_1$ on $m_I$, a property that had not previously been acknowledged for this class of rapidly-tumbling nitroxides. Prior studies describe $m_I$ dependence as being within experimental error [174]. By decreasing uncertainty with
thorough repeated measurements, this dependence could be confidently and accurately described.

*Contribution to relaxation from spectral diffusion.* In contrast to solid organic radicals summarized in previous chapters, the nitroxides in solution showed no contribution from spectral diffusion. For $T_2$, this was tested with variable pulse length measurements. $T_1$ was checked through comparison between IR and SR. There was almost no difference between values obtained by the two methods, implying that the contribution from spectral diffusion is minimal. However, because SR gives inherently lower SNR by using CW detection, $T_1$ by IR was a more attractive method for the nitroxides. Data calculated for SR measurements also showed repeatability well within 10% of the average. Little difference was found between operators, but instrument variance was significant. Comparison between the E580 and the Homebuilt SR systems showed baseline disparities that were partially attributed to the age of the klystron on the Homebuilt. Because of these differences, SR results were reported from the E580, and the microwave source from a Bruker ER042 microwave bridge is now used on the Homebuilt SR.

*Exponential fitting of spin lattice relaxation at $Q$-band.* Variable frequency measurements on all of the nitroxide radicals in Figure 6.7 revealed trends in contributions to $T_2$ and $T_1$. For all compounds studied, both $T_2$ and $T_1$ measured by SR fit well to single-exponential functions. Below 34 GHz, $T_1$ measured by IR could also be described by a single exponential fit function. Detailed analysis using Multifit and UPEN showed that IR at 34 GHz for all compounds required a double exponential fit to
T\textsubscript{1}. This trend applied to both \textsuperscript{14}N (Figure 6.8) and \textsuperscript{15}N (Figure 6.9) variants. The figures show that UPEN gives two well-separated peaks. The values are similar to the double-exponential values from Multifit (Tables 6.4-6.6). In Multifit, the standard deviations of the single exponential fit and the short component of the double exponential fit are comparable. Additionally, the SNR in Multifit was significantly improved for the double exponential fit over that of the single. These observations differ from those at X-band, where the single exponential fit provided a reasonable estimation of T\textsubscript{1}.

Nitroxide 4 (nitronyl) shows slight deviation from the double exponential fitting seen for the other nitroxides at Q-band. The compound was received as a crude product for initial measurements, and UPEN clearly shows a shoulder, but not a well-defined peak for all but one triplicate. Once the purified nitronyl arrived, the shoulder became resolved, and relaxation times grew longer.

At X-band, T\textsubscript{1e} is close to T\textsubscript{1n}, giving an observed T\textsubscript{1} that fits well with a single exponential. At Q-band, T\textsubscript{1e} and T\textsubscript{1n} are separated enough that the observed T\textsubscript{1} is the result of these two processes working independently [175, 176]. In this case, the double exponential at Q-band is as reproducible as the single exponential at X-band, which was observed. Separation of these components can be observed at lower frequencies if the nitroxide is tumbling slow enough [175]. The nitroxides studied here are in a very fast motional regime, where tumbling occurs on a ps time scale.

*Altering T\textsubscript{1} relaxation of PDT by changing solvent viscosity.* The most common way to study the impact of motion on radicals in EPR is to vary the temperature. In addition to varying frequency, the study presented here includes characterization
through variation of solvent viscosity. Compound 1 (PDT) was prepared in toluene, mineral oil, water, 24% glycerol, 44% glycerol, and 69% glycerol. Measurements below Q-band, as well as PDT in toluene, mineral oil, and 69% glycerol, were performed by Joshua Biller. Q-band relaxation times for the remaining nitroxides are shown in Table 6.7. In contrast to PDT in water or 44% glycerol, $T_1$ in 24% glycerol fit best to single exponential functions. This could be due to a shift in dominant relaxation processes from decreased motion, intermediate between rapid tumbling (water, $\tau_c = 9$ ps) and slower tumbling (44% glycerol $\tau_c = 19$ ps).

*Rassat radical relaxation.* The final nitroxide examined, 5, was slightly unstable in water, but more stable in toluene. Few replicates were collected at Q-band in water (Table 6.7), and additional measurements were performed in toluene by Joshua Biller for publication. Although the SNR was relatively poor for this sample, $T_1$ fit well to single exponentials, in contrast to most of the other nitroxides studied.
Figure 6.8. UPEN analysis of $^{14}$N nitroxides at Q-band showing two processes involved in relaxation for the low (A), center (B) and high (C) field lines. Each trace is a single EPR measurement. These results differ from X-band in which only a single peak is present.
Table 6.4. Comparison of results from fitting programs for $^{14}\text{N}$ nitroxide T$_1$ relaxation at Q-band (compounds 1, 2, and 3 from Figure 6.7). Values obtained in UPEN match double exponential values from Multifit. At X-band and lower frequencies, the value from UPEN matched the single exponential value from Multifit.

<table>
<thead>
<tr>
<th></th>
<th>Multifit Long</th>
<th>Multifit Short</th>
<th>Multifit Single</th>
<th>UPEN Long</th>
<th>UPEN Short</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{14}\text{N}$ PDT</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low Field</td>
<td>1.01 ± 0.01</td>
<td>0.46 ± 0.01</td>
<td>0.76 ± 0.01</td>
<td>1.06 ± 0.03</td>
<td>0.52 ± 0.01</td>
</tr>
<tr>
<td>Center Field</td>
<td>1.06 ± 0.01</td>
<td>0.46 ± 0.00</td>
<td>0.72 ± 0.00</td>
<td>1.01 ± 0.06</td>
<td>0.46 ± 0.02</td>
</tr>
<tr>
<td>High Field</td>
<td>1.04 ± 0.06</td>
<td>0.44 ± 0.02</td>
<td>0.68 ± 0.00</td>
<td>1.13 ± 0.08</td>
<td>0.49 ± 0.02</td>
</tr>
<tr>
<td>$^{14}\text{N}$ mHCTPO</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low Field</td>
<td>1.30 ± 0.08</td>
<td>0.48 ± 0.03</td>
<td>0.96 ± 0.04</td>
<td>1.31 ± 0.09</td>
<td>0.52 ± 0.04</td>
</tr>
<tr>
<td>Center Field</td>
<td>1.38 ± 0.05</td>
<td>0.46 ± 0.01</td>
<td>0.93 ± 0.03</td>
<td>1.39 ± 0.10</td>
<td>0.49 ± 0.02</td>
</tr>
<tr>
<td>High Field</td>
<td>1.29 ± 0.04</td>
<td>0.45 ± 0.03</td>
<td>0.86 ± 0.03</td>
<td>1.37 ± 0.14</td>
<td>0.49 ± 0.05</td>
</tr>
<tr>
<td>$^{14}\text{N}$ Proxyl</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low Field</td>
<td>1.69 ± 0.11</td>
<td>0.55 ± 0.04</td>
<td>1.17 ± 0.04</td>
<td>1.72 ± 0.16</td>
<td>0.58 ± 0.06</td>
</tr>
<tr>
<td>Center Field</td>
<td>1.71 ± 0.05</td>
<td>0.46 ± 0.01</td>
<td>1.16 ± 0.02</td>
<td>1.70 ± 0.07</td>
<td>0.50 ± 0.00</td>
</tr>
<tr>
<td>High Field</td>
<td>1.69 ± 0.15</td>
<td>0.52 ± 0.06</td>
<td>1.03 ± 0.01</td>
<td>1.82 ± 0.22</td>
<td>0.54 ± 0.05</td>
</tr>
</tbody>
</table>
### Table 6.5. Comparison of results from fitting programs for $^{14}$N nitroxide $T_1$ relaxation at Q-band (compounds 4, 5, and 6 from Figure 6.7). UPEN values match the double exponential fit in Multifit.

<table>
<thead>
<tr>
<th></th>
<th>Multifit</th>
<th>Multifit</th>
<th>Multifit</th>
<th>UPEN</th>
<th>UPEN</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Long</td>
<td>Short</td>
<td>Single</td>
<td>Long</td>
<td>Short</td>
</tr>
<tr>
<td>$^{14}$N Nitronyl</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Crude)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low Field</td>
<td>1.82 ± 0.10</td>
<td>0.73 ± 0.03</td>
<td>1.17 ± 0.01</td>
<td>1.90 ± 0.40</td>
<td>0.74 ± 0.09</td>
</tr>
<tr>
<td>Center Field</td>
<td>1.93 ± 0.08</td>
<td>0.73 ± 0.02</td>
<td>1.28 ± 0.03</td>
<td>1.98 ± 0.52</td>
<td>0.64 ± 0.02</td>
</tr>
<tr>
<td>High Field</td>
<td>1.85 ± 0.17</td>
<td>0.70 ± 0.06</td>
<td>1.10 ± 0.01</td>
<td>1.88 ± 0.40</td>
<td>0.68 ± 0.09</td>
</tr>
<tr>
<td>$^{14}$N Nitronyl</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Pure)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low Field</td>
<td>2.07 ± 0.06</td>
<td>0.66 ± 0.01</td>
<td>1.32 ± 0.02</td>
<td>2.08 ± 0.22</td>
<td>0.66 ± 0.08</td>
</tr>
<tr>
<td>Center Field</td>
<td>2.08 ± 0.03</td>
<td>0.68 ± 0.02</td>
<td>1.49 ± 0.02</td>
<td>2.05 ± 0.11</td>
<td>0.70 ± 0.02</td>
</tr>
<tr>
<td>High Field</td>
<td>2.09 ± 0.16</td>
<td>0.64 ± 0.04</td>
<td>1.15 ± 0.01</td>
<td>2.21 ± 0.08</td>
<td>0.66 ± 0.05</td>
</tr>
<tr>
<td>$^{14}$N TPHIO</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low Field</td>
<td>4.20 ± 0.08</td>
<td>0.91 ± 0.02</td>
<td>3.09 ± 0.07</td>
<td>4.29 ± 0.29</td>
<td>0.95 ± 0.00</td>
</tr>
<tr>
<td>Center Field</td>
<td>4.27 ± 0.13</td>
<td>0.57 ± 0.04</td>
<td>3.83 ± 0.09</td>
<td>4.51 ± 0.11</td>
<td>0.64 ± 0.06</td>
</tr>
<tr>
<td>High Field</td>
<td>4.21 ± 0.13</td>
<td>0.90 ± 0.14</td>
<td>2.82 ± 0.08</td>
<td>4.00 ± 0.61</td>
<td>0.88 ± 0.11</td>
</tr>
</tbody>
</table>
Figure 6.9. UPEN analysis of $^{15}$N nitroxides at Q-band (compounds 1, 2, and 3). As with $^{14}$N, the contribution from two components to $T_1$ is observed for this isotope. Each trace is a single relaxation measurement.
Table 6.6. Comparison of results from fitting programs for $^{15}$N nitrooxide $T_1$ relaxation at Q-band (compounds 1, 2, and 3). UPEN values match the double exponential fit in Multifit.

<table>
<thead>
<tr>
<th></th>
<th>Multifit</th>
<th>Multifit</th>
<th>Multifit</th>
<th>UPEN</th>
<th>UPEN</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Long</td>
<td>Short</td>
<td>Single</td>
<td>Long</td>
<td>Short</td>
</tr>
<tr>
<td>$^{15}$N PDT</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low Field</td>
<td>1.13 ± 0.09</td>
<td>0.43 ± 0.06</td>
<td>0.95 ± 0.05</td>
<td>1.15 ± 0.07</td>
<td>0.48 ± 0.04</td>
</tr>
<tr>
<td>High Field</td>
<td>1.16 ± 0.10</td>
<td>0.45 ± 0.05</td>
<td>0.89 ± 0.04</td>
<td>1.20 ± 0.12</td>
<td>0.47 ± 0.04</td>
</tr>
<tr>
<td>$^{15}$N mHCTPO</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low Field</td>
<td>1.42 ± 0.03</td>
<td>0.47 ± 0.01</td>
<td>1.19 ± 0.03</td>
<td>1.42 ± 0.06</td>
<td>0.49 ± 0.01</td>
</tr>
<tr>
<td>High Field</td>
<td>1.43 ± 0.07</td>
<td>0.47 ± 0.04</td>
<td>1.11 ± 0.02</td>
<td>1.44 ± 0.05</td>
<td>0.51 ± 0.04</td>
</tr>
<tr>
<td>$^{15}$N Proxyl</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low Field</td>
<td>1.88 ± 0.08</td>
<td>0.66 ± 0.03</td>
<td>1.51 ± 0.06</td>
<td>1.84 ± 0.11</td>
<td>0.61 ± 0.05</td>
</tr>
<tr>
<td>High Field</td>
<td>1.92 ± 0.12</td>
<td>0.66 ± 0.04</td>
<td>1.40 ± 0.06</td>
<td>1.81 ± 0.11</td>
<td>0.66 ± 0.05</td>
</tr>
</tbody>
</table>
Table 6.7. $T_1$ and $T_2$ values for additional $^{14}$N nitroxides studied. Compound 1 (PDT) was studied at different viscosities, which altered the exponential fitting to $T_1$. The number of replicates is reported. Instability of the Rassat radical in water and the limited amount of sample available made collection of additional replicates difficult.

### 6.2.4 Conclusions

**Relaxation properties of nitroxides at X-band.** The first paper published [157] examined only the smallest nitroxides, 1, 2, and 3 at X-band. Compound 1 was fully deuterated, 2 was deuterated at all but one hydrogen, and compound 3 was studied with both natural abundance and fully deuterated. Joshua Biller performed in-depth analysis...
of the contributions to relaxation for both $T_1$ and $T_2$. Prior studies found contributions to $T_1$ from spin rotation, modulation of $g$ and $A$ anisotropy (tumbling), and generalized spin diffusion. Spin diffusion was not a significant contribution for these samples due to rapid tumbling and the extent of deuteration in each compound. $T_1$ was accurately calculated through contributions from spin rotation (Equation 6.1) and modulation of hyperfine anisotropy (Equation 6.2):

$$\frac{1}{T_1^{SR}} = \frac{1}{9\tau_c} \sum_{i=1}^{3} (g_i - g_e)^2$$  \hspace{1cm} (6.1)

$$\frac{1}{T_1^A} = \frac{2}{9} I(I+1) \sum_i (A_i - \bar{A})^2 J(\omega)$$  \hspace{1cm} (6.2)

In Equation 6.1, $\tau_c$ is the tumbling correlation time, $g_e$ is the free electron $g$-value, and $i = x, y, \text{ and } z$. In Equation 6.2, $I$ is the nitrogen nuclear spin ($1$ and $\frac{1}{2}$ for $^{14}$N and $^{15}$N, respectively), $A_i$ corresponds to the nitrogen nuclear hyperfine, and $\bar{A}$ is the average nitrogen hyperfine. $J(\omega)$ is the spectral density function [20]:

$$J(\omega) = \frac{\tau_R}{1 + (\omega\tau_R)^2}$$  \hspace{1cm} (6.3)

The dependence of $T_1$ on $m_I$ for slowly-tumbling radicals was reported in an early manuscript [177], but has not been noted in more recent papers [124, 178]. This study uncovered $m_I$ dependence for rapidly-tumbling nitroxides, and Equation 6.4 was proposed as a model, using Equation 6.2 as a reference for the anisotropy term:

$$\frac{1}{T_1^m} = \left[ c' \sum_i |(A_i - \bar{A})(g_i - \bar{g})| \right] \frac{\mu_B B}{h} m_I$$  \hspace{1cm} (6.4)
Here, $\mu_B$ is the Bohr magneton, $B$ is the magnetic field, $h$ is Planck’s constant over $2\pi$, and $m_I$ describes lines in the EPR spectrum ($\pm 1$ and 0 for $^{14}$N and $\pm \frac{1}{2}$ for $^{15}$N). The $c'$ constant refers to the slip coefficient, which varies by nitroxide. This equation contrasts with earlier models in which the $1/T_1$ varies depending on $m_I^2$, which was not consistent with experimental values of $T_1$. The results presented here suggest that the $m_I$ dependence is large enough to be demonstrated experimentally.

This study examined relaxation only at X-band, but this was extended to other frequencies in later papers [169, 170]. The dependence of $T_1$ on $m_I$ is maintained at frequencies below X-band but is significantly smaller at Q-band, regardless of analysis with Multifit or UPEN. There is slight $m_I$ dependence in the single exponent fit from Multifit, but no other $m_I$ dependence is apparent within experimental error. As with X-band, the lowest standard deviation is for the single exponent fit from the Multifit program. The results (Tables 6.4 to 6.6) clearly show that this dependence is diminished at Q-band, which is not consistent with Equation 6.4.

The structures of the nitroxides studied here provide a basis for interpretation of the effect of concentration on relaxation. Concentration dependence is primarily caused by variation in the probability of collisions between molecules, which provides an additional means of relaxation. In solution, compound 3 is negatively charged, which decreases the probability of collision with another anion. The large hyperfine splitting of compound 2 increases the effect of collision with a radical in a different spin state on relaxation as concentration increases. As a result, compound 2 has the highest concentration dependence of relaxation. Compound 3 has very little concentration
dependence, and compound 1 is intermediate between the two. The linewidth of compound 1, caused by small couplings to the ring methyls, is decreased due to conformational flexibility and by virtue of being a 6-membered ring. The very narrow linewidth leads to a decrease in concentration dependence for this compound.

The insights gained from this study concerning contributions to relaxation, $m_1$ dependence, and concentration effects guided the development of the following papers.

*Frequency dependence of nitronyl nitroxide and PDT relaxation.* The second study [169] examined relaxation at varying frequencies in the fast motional regime (~9 ps tumbling correlation times). Prior studies presented a trend to faster relaxation rates at low frequency [179]. Rapidly decreasing relaxation times at low frequencies pose a potential problem for *in vivo* imaging using nitroxide spin probes. *In vivo* imaging studies are performed between 250 MHz and 1 GHz, frequencies at which the dielectric losses are less. The lower Boltzmann populations at lower frequency are offset by large sample size and filling factor [180, 181]. If $T_1$ becomes extremely short at these frequencies, nitroxide spin probes could not be used for imaging. Compound 4 (nitronyl) was chosen for this study due to a relatively long $T_1$, which is due to smaller nitrogen hyperfine couplings compared to other nitroxides. The small couplings are attributed to delocalization of spin density over the two nitrogen atoms [182]. The primary aim of this work was to demonstrate that $T_1$ does not diminish at low frequency, but also to determine the extent of $T_1$ augmentation due to the spin density delocalization of the nitronyl. For this aim, compound 1 (PDT) was used for comparison. Relaxation times for PDT between 2.5 GHz (S-band) and 34 GHz (Q-band, Table 6.4) matched
literature values well [179]. T₁ values at 250 MHz were more similar to those at X-band for PDT and S-band for the nitronyl, demonstrating that relaxation does not decrease below 2 GHz. The longer T₁ at L-band (1.5 GHz) than at 250 MHz was modelled as a contribution from a frequency-dependent thermally-activated process, described by Equation 6.5:

\[
\frac{1}{T₁_{therm}} = C_{therm} \left( \frac{v}{v_{ref}} \right) \frac{\tau_{therm}}{1 + (v\tau_{therm})^2}
\]

(6.5)  

\(C_{therm}\) describes the magnitude of the contribution from this thermal process, v is the microwave frequency, and \(v_{ref}\) is X-band, 9.5 GHz. \(\tau_{therm}\) is described by Equation 6.6:

\[
\tau_{therm} = \tau_c^0 e^{(E_a/RT)}
\]

(6.6)  

where \(\tau_c^0\) is the pre-exponential factor, E_a the activation energy of the process, T is temperature and R is the gas constant. The source of this thermal process is examined in more detail in the third nitroxide paper.

Hyde and coworkers studied nitroxide relaxation over a wide range of frequencies from 2.5-95 GHz [179, 183]. The present study extended those measurements to lower frequency, characterizing a number of relaxation mechanisms in the process. In the rapid tumbling regime, T₁ is the dominant contribution to T₂, and the values are roughly equivalent. This is true up to Q-band, at which point the g anisotropy is no longer fully averaged by the rapid motion and therefore becomes a larger contribution to T₂. At X-band, PDT T₁ relaxation could be modelled using spin rotation (Equation 6.1) and modulation of A anisotrop y (Equation 6.2). Below Q-band, the contribution from modulation of g anisotropy (equation not shown, see Equation 4
in [169]) is dwarfed by that of A anisotropy. These insights were carried over into relaxation analysis of additional nitroxides at variable frequencies.

*Title: relaxation mechanisms of additional nitroide radicals.* The third paper [170] extends the findings from the nitronyl nitroxide to the other nitroxide radicals in Figure 6.7. One of the main goals was to define the thermally activated process that was introduced in the prior paper (Equation 6.5). Examination of PDT in solvents with varying viscosities revealed contribution to relaxation from the same thermal process seen through variation of frequency. The magnitude of the contribution is viscosity-dependent, but does not require a hydrogen-bonding protic solvent, which precludes involvement of solvent spin diffusion to relaxation. The viscosity dependence can likewise be interpreted as a dependence on radical size and tumbling. The ring structures in 1, 2, and 3 are more flexible than 4, 5, and 6 as a consequence of the large substituents. It is likely that the thermal process is modulation of nitrogen isotropic A and/or anisotropic g via changes in ring conformation. This is a reasonable assignment based on prior studies reporting large temperature dependence of g and A values for nitroxides that explain this phenomena by rapid switching between different ring conformations [184]. Despite problems with stability, compound 6 (Rassat radical) provided useful insight into assignment of the thermal process. The tumbling correlation time is similar to smaller radicals 1 and 2, but the contribution from modulation of A anisotropy, as modelled, was much smaller. Although size (and hence tumbling correlation time) was found to be a telling contribution to the thermal process,
the contribution to spin rotation for the Rassat radical decreased the thermal process contribution, as expected for a radical this size.

These in-depth studies of a variety of nitroxides at varying frequencies have provided new insights, including guiding synthesis of novel spin probes for in vivo imaging. Repeating relaxation measurements improved the understanding of experiment error in reported values. Relaxation times varied by less than 5% over a number of measurements. The $m_1$ dependence on relaxation has resurfaced and been concretely documented. These studies provided not only a lesson in relaxation measurements and interpretation, but have contributed innovative concepts to a field with a rich history.
Chapter 7: EPR of Tau

Following the advent of site-directed spin labeling in 1990 [185], EPR has been used for the study of a multitude of unique biological systems. Information regarding kinetics, structure, binding, and more, is accessible via CW EPR or pulse methods. An example of a distance measurement using CW was shown in Figure 5.9 and described by Equation 5.4. Long-distance measurements in proteins require pulsed EPR, and the most commonly employed technique for the study of proteins is DEER [56].

7.1 Introduction

7.1.1 DEER of Protein Systems

DEER is emerging as a powerful technique for the study of protein systems. Many studies have elucidated structural changes within proteins in solution upon ligand binding or activation [186-188]. DEER is especially useful for the study of membrane proteins [189, 190] and proteins with multiple subunits [191]. When combined with complimentary techniques, DEER has proven beneficial to the understanding of protein structure and function [192, 193]. In this chapter, DEER is used to study structural variations within tau fibrils, which are associated with Alzheimer’s disease and other neurodegenerative disorders. Utilizing additional available techniques, novel characteristics of these fibrils have been discovered [194, 195].
7.1.2 Tau

Tau protein has been implicated in over 20 phenotypically distinct neurodegenerative disorders, termed “tauopathies,” including Alzheimer’s disease [196, 197]. Tau is currently gaining attention for its link to chronic traumatic encephalopathy, a disease associated with repeated concussions sustained by athletes participating in a variety of high-impact sports [198, 199]. Humans express six isoforms of tau in the central nervous system that differ structurally in two regions (Figure 7.1). The N-terminus contains either 0, 1, or 2 amino acid insert regions (Figure 7.1, green) which are created by alternative mRNA splicing. The more important structural difference is in a series of amino acid repeat regions near the C-terminus (Figure 7.1, purple). Half of the isoforms contain four of these repeat regions (4R) and the other half contain three (3R), lacking the 2\textsuperscript{nd} repeat. Tau was isolated in 1975 and shown to play an important role in microtubule stabilization and assembly [200]. Microtubules are involved in many cellular functions, pertaining primarily to structure and movement and are essential to the growth of axons in the brain [201]. Tau binds to microtubules via the repeat regions. It was shown that 4R tau binds microtubules more effectively than 3R tau due to the presence of the additional repeat region in 4R tau [202]. When tau becomes dissociated from microtubules, the interactions between the repeat regions [203] on different tau monomers can lead to aggregation. Tau monomers are natively unstructured [204], but tau fibrils are highly ordered. In the brain, these fibrils compose large structures termed “neurofibrillary tangles,” (NFTs) which are the pathological hallmark of neurodegenerative tauopathies.
The tau isoforms found within fibrils comprising NFTs vary depending on the disease with which they are associated. Some diseases contain fibrils of only 4R tau, including progressive supranuclear palsy (PSP) and corticobasal degeneration (CBD), while others, primarily Pick’s disease, are caused by fibrils composed of only 3R tau [205]. Several other diseases, including Alzheimer’s disease, involve fibrils containing both 3R and 4R tau. In a normal brain, the ratio of 4R to 3R tau isoforms is ~1 [202], and it has been shown that this ratio is not altered in Pick’s diseased brain [206], suggesting that development of this 3R tauopathy is not caused by decreased expression of 4R tau in the brain. However, studies have reported an increase in the 4R:3R ratio for the 4R tauopathies PSP and CBD [207, 208] but not for Alzheimer’s disease [206].

The cause of preferential deposition of isoforms based on the number of repeat regions in different tauopathies is currently unknown. However, different seeding barriers of conformationally distinct fibrils could be a plausible explanation [209]. The observed seeding properties served as motivation for studying tau fibril structure using DEER, with the aim of finding a link between structure and disease pathology.
Figure 7.1. Six isoforms of tau. The primary sequence contains either 0, 1, or 2 insert regions (green) that are 29 amino acids in length. 4-repeat (4R) tau has all four repeat regions (purple) while 3-repeat (3R) tau lacks the second repeat region (R2). The repeat regions are composed of 31 or 32 amino acids. Truncated forms of tau contain only the repeat regions: K18 is 4R and K19 is 3R.

Characterizing tau fibril structure has been a long-standing goal that may lead to understanding variation in tauopathy phenotypes. For over 40 years, morphological differences have been recognized for fibrils extracted from patients presenting different diseases [196]. PSP and CBD offer an interesting comparison of 4R tauopathies, as they are often misdiagnosed due to the same presentation of symptoms. It was suggested that the mechanism of disease initiation and progression is in fact the same for PSP and CBD, and that the overlap of symptoms and pathology can be interpreted as equivalency of the two diseases [196]. In fact, it was later shown that fibrils from PSP are distinct from CBD in both shape and location of deposition in the brain [210]. Whether morphologically distinct fibrils represent alternate ways of packing protofilaments or whether they reflect fundamentally different conformations is
unknown. Structural studies could play an important role in distinguishing between tauopathies and may provide insight into the molecular mechanisms of disease propagation.

Some known structural variation is characteristic of different tau isoforms, including paired helical filaments (PHF) seen for 3R tau and straight filaments (SF) seen for 4R tau extracted from brain tissue [211]. Like other amyloid proteins, aggregated tau adopts β-sheet structure in the brain, which is also seen for fibrils formed in vitro [212]. Further, fibrils isolated from brain tissue are competent to seed recombinant tau in vitro [213]. Many recent efforts regarding tau have focused on mechanisms of inhibition and promotion of aggregation through molecular chaperones or small molecules [214-217]. Structural studies of tau are an excellent complement to this research and are important to better understand aggregation properties and help guide the development of therapeutic strategies. Many techniques have been employed to study tau structure, including NMR [203, 218, 219], FRET (fluorescence resonance energy transfer) [220], X-ray diffraction [221, 222], electron microscopy, CD (circular dichroism) [223], and atomic force microscopy [224]. These studies provide valuable information on higher order structure, but high resolution molecular level information remains scarce in the field. The structures of tau fibrils are challenging to study because, while monomeric tau is soluble and unstructured, fibrils are insoluble and cannot be crystallized. EPR has been utilized in the study of many amyloid proteins [225], and DEER in particular has proven highly effective in elucidating amyloid fibril structure [226-228]. DEER was used for this project to obtain molecular-level information
inaccessible using other techniques with the aim of gaining insight into the link between tau fibril structure and disease.

7.2 Materials

7.2.1 Chemical Supplies and Abbreviated Names

- BCA: bicinchoninic acid (Pierce).
- DTT: dithiothreitol (Gold Biotechnology)
- *E. coli*: *Escherichia coli* (Agilent)
- EDTA: ethylenediaminetetraacetic acid (J. T. Baker)
- Guanidine HCl (Thermo)
- Heparin (Celsus, average MW = 5000)
- HEPES: 4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid (J. T. Baker)
- IPTG: isopropyl-β-D-thiogalactopyranoside (Gold Biotechnology)
- Kanamycin (Gold Biotechnology)
- LB: lysogeny broth/Luria-Bertani, Miller (BD)
- MTSL: (1-oxyl-2,2,5,5-tetramethyl-Δ3-pyrroline-3-methyl)methane-thiosulfonate (Toronto Research Chemicals)
- PIPES: piperazine-\(N,N'\)-bis(2-ethanesulfonic acid) (J. T. Baker)
- SDS-PAGE: sodium dodecyl sulfate-polyacrylamide gel electrophoresis (J. T. Baker)
- Tris: 2-amino-2-hydroxymethyl-propane-1,3-diol (Sigma)

7.2.2 Buffers

- Buffer EB (QIAGEN)
• Tau extraction buffer: 20 mM PIPES pH 6.5, 500 mM NaCl, 1 mM EDTA, 50 mM β-mercaptoethanol (MP Biomedicals)
• Ion exchange buffer: 10 mM PIPES pH 6.5, 50 – 1000 mM NaCl, 1 mM EDTA, 2 mM DTT
• Gel filtration buffer: 20 mM Tris pH 7.4, 100 mM NaCl, 1 mM EDTA, 2 mM DTT
• Protein buffer: 10 mM HEPES pH 7.4, 100 mM NaCl, 1 mM NaN₃

7.2.3 Equipment

• Midiprep kit (QIAGEN)
• Mono-S column (GE Healthcare)
• PD-10 column (GE Healthcare)
• Quickchange kit (Agilent)
• Superdex 200 column (GE Healthcare)
• Tip sonicator, D100 series (Fisher Scientific)

7.3 Methods

Truncated tau (K18 and K19, Figure 7.1) were used to prepare DEER samples. The truncated forms contain only the microtubule-binding repeat regions: K18 is 4R and K19 is 3R [229]. In addition to enhanced fibril growth kinetics, the shortened constructs could be centrifuged into the narrow Q-band EPR tubes. The flanking regions of full-length constructs (htau23 and htau40) did not allow compression of the fibrils into the narrow EPR tube. Compression can be achieved by shortening of full-length fibrils through sonication. An early experiment using K18 showed that fibril
structure was maintained following sonication (Figure 7.2), implying this may be a plausible method for future measurement of full-length tau using DEER.

![Figure 7.2](image)

**Figure 7.2.** Comparison of distance distributions for fibrils before (gray) and after (black) sonication. Although the fibrils have been sheered in the process, the primary distances are preserved.

It is important to note that tau is hyperphosphorylated in disease [201]. Phosphorylation occurs predominantly outside of the microtubule binding domains, in the regions flanking the repeat sections [196]. Because these sections are lacking in K18 and K19, hyperphosphorylation is unlikely to impact the results presented here. Additionally, although studies link destabilization from microtubules to this phenomenon [201], the role of hyperphosphorylation in tau aggregation is not well understood.

The following procedures hold for the majority of tau DEER samples studied. Deviations were implemented for seeding and fibril assembly (Sections 7.3.6 and 7.2.7)
to examine effects of different growth environments on fibril structure. Details of these changes are described in the results and discussion section.

7.3.1 Plasmid Constructs and Mutagenesis

The following plasmids were cloned into pET28b and provided by Ayisha Siddiqua: K18 WT, K19 WT, K18 K311C, K18 I328C, K18 K311C/C322C, K18 K311C/G326C, K18 K311C/I328C, K19 K311C, K19 K311C/C322C, K19 K311C/G326C, and K19 K311C/I328C. The spin label used, MTSL [230], attaches to cysteine residues (Figure 7.6), so the naturally-occurring cysteines, two in K18 located in the 2nd and 3rd repeat regions and one in K19 located in the 3rd repeat region, were mutated to serines. The wild-type (WT) designation above refers to the cysteine-less constructs that have not been further mutated. Mutation of the other constructs listed above are defined in the following manner: original amino acid, position of mutation in the peptide sequence, new amino acid. For example, K311C means that a lysine residue at position 311 was mutated to a cysteine. This convention is used in the remainder of this dissertation, except for mutations that have already been listed. In the following sections, K18 K311C/I328C is shortened to K18 311/328. The above mutations are all located in the third repeat region, which is conserved for K18 and K19.

New mutagenic tau primers were received as lyophilized powders and dissolved in autoclaved water to 100 pM and were stored long-term at -20 °C. Mutations added to the K18 311/328 double cysteine construct were inserted via site-directed mutagenesis using the QuikChange method (Appendix A). The following mutations were introduced: ΔK280 (deletion at position 280), P301S, I308M, P312I, D314I,
S320F, G323I, G326I, and Q336R (Figure 7.3). The correctness of all constructs was confirmed by DNA sequencing.

### 7.3.2 Transformation

A Midiprep (Appendix B) was performed to amplify the previously described plasmid DNA, which was transformed into XL1-Blue supercompetent *E. coli* cells and streaked onto a kanamycin-containing agar plate. The plasmids (pET28b) used in this dissertation mediate kanamycin resistance, so only those bacteria that have taken up the plasmid will grow on this type of plate. Colonies grew overnight at 37 °C, after which single colonies were picked and grown in 50 mL LB broth at 37 °C for 17 hours. Following Midiprep, amplified DNA were quantified via absorbance at 260 nm. To visualize the DNA on an agarose gel, the plasmids were digested with restriction enzymes Xho1 and Nco1 that cleave the tau insert from the vector. The insert and vector are separated by number of base pairs (or molecular weight, MW) via the agarose matrix and stained using ethidium bromide which is visible under UV light. Multiple Midipreps were performed using the same plasmid to maximize the probability of correct DNA uptake. Figure 7.3 shows agarose gels for K18 following mutagenesis in which all but one inset (mutation at position 305) have the correct number of base pairs. Following confirmation of DNA correctness based on MW (~400 base pairs for K18) and/or sequencing, the plasmid DNA was transformed into BL21 (DE3) *E. coli*. The plates were incubated overnight at 37 °C and stored at 4 °C until needed for expression.
Figure 7.3. Agarose gels showing mutants introduced into K18 311/328. The lower bands are the plasmid insert (~400 base-pair) and the upper bands are the remaining vector. The 100 base-pair ladder is shown to the left of each panel, followed by a control of correct molecular weight (green) in panels C, D, and E. Multiple Midipreps (numbered 1, 2, 3, etc.) were performed for each construct, all of which yielded usable DNA for mutants at positions 280, 312, 320, and 336. At least one Midiprep produced usable DNA for mutants 301, 308, 314, 323, and 326. Panel D shows that no DNA was recovered from the second prep of 308, and panels C and E show that the MWs of all 305 inserts are incorrect (pink). Only those plasmids with inserts of correct molecular weight were sent for sequencing.

7.3.3 Expression

A single colony was picked from the transformation plate and incubated with agitation for 16-17 hours at 37°C in 50 mL LB broth with 20 μg/mL kanamycin. Overnight cultures were diluted 1:100 with LB medium and incubated with agitation at 37°C until the optical density reached ~0.8 at 600 nm. Protein expression was induced by addition of 1 mM IPTG and continued for at least 3.5 hours at 37°C. The bacteria were then pelleted at 3,000 X g, resuspended in tau extraction buffer, and stored at -80°C.
7.3.4 Purification

Purification of tau was performed in the same manner for both K18 and K19. Natively unfolded tau is highly charged and stable at elevated temperature, so cells were thawed at 80 °C for 30 minutes. At this temperature, most bacterial proteins precipitate, leaving tau in solution. Cells were cooled for five minutes on ice, sonicated for one minute, and centrifuged at 15,000 X g for 30 minutes to separate soluble protein from cellular debris. The supernatant was added to 55% w/v ammonium sulfate and mixed on a mechanical rocker at room temperature for one hour to precipitate tau protein. This was collected by centrifugation at 15,000 X g for 10 minutes. The pellet was resuspended in deionized water to which 2 mM DTT was added to maintain a reducing environment. This solution was sonicated using the tip sonicator at level 5 for 40 seconds and immediately filtered through a 0.45 μm syringe filter. This was run over a Mono S cation exchange column using ion exchange buffer to which a linear NaCl gradient was applied for protein elution (Figure 7.4A). Fractions containing the highest concentration of protein were found using SDS-PAGE (Figure 7.4B). Appropriate fractions were combined and run over a Superdex 200 gel filtration column to achieve further purification. Protein eluted over time with gel filtration buffer (Figure 7.5). Fractions containing pure tau were combined and precipitated overnight at 4 °C using a three-fold volumetric excess of acetone to which 5 mM DTT was added. Pellets were collected at 15,000 X g the following day and stored in 2 mM DTT acetone at -80 °C.
**Figure 7.4.** Ion exchange purification of K18. Panel A shows the UV absorbance trace at 254 nm (black) and the percentage of salt that has run for a given volume (gray). Panel B shows the fractions that were run on SDS-PAGE with numbers corresponding to the volume from panel A. The red arrow shows the molecular weight of the desired protein. For this sample, the fractions corresponding to 39-45 mL were collected, matching the peak location in panel A.

**Figure 7.5.** Gel filtration purification of K18. The peak around 340 mL contains tau protein.
7.3.5 Protein Labeling and Monomerization

Purified protein pellets were dissolved in 200 μL 8 M guanidine HCl. Double- and single-cysteine mutants were labeled by addition of a 10-fold molar excess of the MTSL spin label (Figure 7.6) and incubated at 25 °C for one hour. The mutants, along with wild-type (WT) tau, were passed over PD-10 columns to remove excess label and guanidine HCl. Protein eluted with protein buffer, and concentrations were determined by BCA assay (Appendix C).

![MTSL moiety attached to cysteine residue](image)

**Figure 7.6.** The MTSL moiety (boxed) attached to a cysteine residue in the protein backbone.

The K18 311/328 samples to which additional mutations were introduced were analyzed by CW EPR to ensure these mutations did not alter labeling efficiency. CW spectra are shown in Figure 7.7A; the integrated signal intensity was \((3.2 \pm 0.1) \times 10^{11}\) for mutant monomers diluted to 10 μM (concentration confirmed on SDS-PAGE, Figure 7.7B). The similarity in integrated intensities indicates that the labeling efficiency is equivalent for K18 311/328 variants prepared in parallel. Although not measured, labeling is likely similar for every sample prepared by this method as all cysteines are highly accessible.
Figure 7.7. Labeling efficiencies of K18 monomers. CW EPR spectra of K18 311/328 and variants (A). Staining of spin-labeled K18 monomers after SDS-PAGE (B). The gel verifies that equal protein concentrations were applied. The EPR data indicate that all mutants were labeled with similar efficiencies. Scan width was 150 G, modulation frequency and amplitude were 100 kHz and 1.0 G, respectively. Spectra were collected using 2048 points averaging for 20 scans at 10 dB power attenuation (20 mW). The y-axis, in arbitrary units, is the same for all mutants. Figure from reference [195].

7.3.6 Multistep Seed Preparation

To form tau fibrils, it is convenient to use seeds to overcome the initial lag phase associated with nucleation [213, 231]. Populations of conformers may be influenced by growth conditions of the initial seeds, leading to slight variations in peak height of DEER distance distributions. For this reason, the same seed batch was used for experiments that required direct comparison of samples, such as the impact of mutations
on fibril structure. For most experiments, seeds were prepared analogously as outlined in this section. Initial fibrils were formed by stirring a mixture of 25 μM WT (K18 or K19) monomer and 12.5 μM heparin, a highly sulfated glycosaminoglycan that was used as a cofactor to facilitate fibril growth [211], in protein buffer for three days at room temperature. These fibrils were sonicated using the tip sonicator at level 1.5 for 20 seconds on ice, breaking them into small fragments used as seeds. 10% of these seeds were added to 25 μM fresh WT monomer and 50 μM heparin in protein buffer, and fibrils grew for one hour at 37 °C. The new fibrils were sonicated in the same manner to create new seeds. This series of sonication and incubation was performed five times, and the final cycle corresponded to preparation of the DEER sample.

The conformational template provided by the seeds is amplified through recruitment of monomer onto the ends of the fibrils. It was therefore necessary to ensure that the template being propagated is representative of the fully formed fibril conformations. The DEER distance distributions for fully formed fibrils were compared to the same fibrils subjected to sonication. The distances were conserved following sonication, establishing that the conformations of the seeds are indeed representative of the conformations of the fibrils (Figure 7.2).

7.3.7 Fibril Assembly and DEER Preparation

Tau fibrils for DEER were formed from combination of 2% spin-labeled monomer with 98% WT to a total protein concentration of 50 μM, along with 12.5 μM heparin cofactor and 10% seeds. With expected differences in SNR, 1% and 4% label could also be used, and the raw DEER data are affected as shown in Figure 7.8. Fibrils
grew overnight during 37 °C incubation. Following centrifugation (100,000 X g) and washing, pellets were resuspended in 10 - 30 μL protein buffer and transferred into 1.6 mm o.d. EPR tubes. Excess buffer was removed after centrifugation (1000 X g) of the samples. CW EPR was performed at room temperature to probe for short distance spin interactions that can interfere with analysis of DEER data. CW was measured at X-band with the Q-band sample tube supported inside the larger X-band tube. Figure 7.9 shows representative spectra for the fibrils. The characteristic peak broadening caused by spin label immobilization indicates that the labeled monomers are incorporated into the fibrils. The spectra also show that the labeled monomer does not preferentially stack onto itself, which would result in narrowing of the spectrum to a single line. After this check, samples were immediately frozen in liquid N2 and stored for no longer than one month at -80 °C to await DEER analysis.

7.3.8 DEER Measurements

DEER measurements were performed at Q-band (34 GHz) on the Bruker E580 pulse spectrometer at 80 K, unless otherwise noted. Dipolar evolution curves were formed via four-pulse DEER (see Figure 1.5 for the pulse sequence). The $\pi/2$ observer pulse at $\nu_1$ was adjusted for each experiment to give the maximum echo height and ranged from 36 – 42 ns. The $\pi$ pump pulse at $\nu_2$ was 40 ns, and 8-step phase cycling was used to remove unwanted echoes. $\tau_1$ and $\tau_2$ were held constant for each experiment at 200 and 2500 ns, respectively. The pump pulse started at $T = 100$ ns and was stepped in 8 ns increments. A field-swept echo-detected spectrum was recorded before each DEER experiment to find the field position of the echo maximum. The pump frequency
(ν₂) was set to the center of the resonator dip, corresponding to the center of the field-swept spectrum. The observer frequency (ν₁) was adjusted 37 MHz below the pump frequency, corresponding to the position of highest intensity in the field-swept spectrum. The SRT was set to 1.2 times the T₁ measured by inversion recovery. Spectra were averaged for 48-120 hours, depending on signal strength.
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**Figure 7.8.** Effect of using different concentrations of spin-labeled tau monomer on raw DEER data for singly-labeled K18 311. The number of averages collected for each trace were: 469 (1%), 254 (2%), and 177 (4%). Interfering exchange interactions were not seen up to 4% label. Additionally, the 2% label trace was used to determine the background function for analysis of the double mutants; this trace is best fit to a 3D homogenous background function in the DEERAnalysis program.
Figure 7.9. CW spectra of tau fibrils at room temperature. Traces are the average of 20 scans collected at 12 dB power attenuation (12.6 mW) with 100 kHz modulation frequency and 3.0 G modulation amplitude. Spectra were collected with 2048 points and 150 G scan width. Figure from reference [195].

7.3.9 Analysis of DEER Data

Raw DEER data were analyzed with DEERAnalysis2009 and 2011 [69]. It was important to use a fit function that would display the most detailed distance distributions in order to detect variation in fibril conformations. For this purpose, Tikhonov regularization was used because it does not constrain the resulting distances to a set number of Gaussians, single, double, or triple. The background caused by spins on neighboring monomers was decreased by diluting the spin-labeled monomers with an excess of WT tau. However, the background remained significant and was subtracted using a 3D homogenous model, as determined by the best fit to DEER data from fibrils.
grown using singly labeled monomers (either 311 or 328, Figure 7.8). The starting point of background subtraction was selected to give the best fit to a well-separated Pake doublet. The Pake pattern (Figure 7.10B) represents the background-subtracted signal in the frequency domain. Altering the starting position varies the distance distribution only slightly; extremes in background fit for K18 311/328 are shown in Figure 7.10.

**Figure 7.10.** Effect of background fitting on distance distributions. Background fits (A), Pake patterns (B), background-subtracted DEER data (C), and distance distributions (D). Fit lines are in red. The top and bottom rows represent two extremes in background fit. If background subtraction is positioned too early in the trace (top row, A), the Pake doublet is well separated, but the fit is poor (top row, B). If positioned too late (bottom row, A), the Pake splitting is diminished (bottom row, B), although the fit is improved. Throughout this dissertation, background subtraction parameters were chosen that gave the best fit to a well-resolved Pake doublet, and were consistent for all samples. Importantly, the two extremes in background fit do not alter the peak positions, only the peak heights (D). Figure from reference [195].

The regularization parameter ($\alpha$) of 100 was typically selected as the intersection point on the L-curves, giving the best compromise between peak resolution
and smoothness. The L-curves are very similar for all tau samples, and the choice of $\alpha = 100$ was kept constant for comparison between different samples and experiments. Figure 7.11A shows L-curves for K18 311/328 prepared in triplicate, and Figures 7.12A and 7.13A show L-curves for the mutations added to the K18 311/328 monomer. The points corresponding to $\alpha = 100$ are highlighted in green.

It is important to note that the SNR varies slightly in the background-subtracted data for the different mutations in Figures 7.12D and 7.13D. To ensure that SNR was not impacting the calculated distance distributions, the highly repeatable K18 311/328 double cysteine-mutant was analyzed with varying degrees of noise in the spectrum. Figure 7.14 shows that the distance distribution does not change significantly as the SNR decreases. The noisiest spectrum from Figure 7.13, $\Delta K280$, is included for reference.
Figure 7.11. DEER data analysis of K18 fibrils labeled at positions 311/328. L-curves (A), background fitting (B), Pake patterns (C), and background subtracted DEER data (D). Fit lines are in red, and $\alpha = 100$ is in green on the L-curve. The different rows represent independent experiments. Figure from reference [195].
Figure 7.12. DEER data analysis of some K18 variants. All proteins are spin-labeled at positions 311/328. L-curves (A), background fits (B), Pake patterns (C), and background subtracted DEER data (D). Fit lines are in red, and $\alpha = 100$ is in green on the L-curve. The different rows represent different tau variants. Figure from reference [195].
Figure 7.13. DEER data analysis of additional K18 variants. All proteins are spin-labeled at positions 311/328. L-curves (A), background fits (B), Pake patterns (C), and background subtracted DEER data (D). Fit lines are in red, and $\alpha = 100$ is in green on the L-curve. The different rows represent different tau variants. Figure from reference [195].
**Figure 7.14.** The effect of SNR on distance distributions of K18 311/328 fibrils. Corresponding distance distributions are shown next to the background subtracted DEER data. The overall peak positions are unaffected by changes in SNR. The relatively noisy spectrum of K18 311/328 ΔK280 is shown for reference. Figure from reference [195].

The DEER fit program GLADD was used for comparison of the main structural features of K18 311/328 that were repeatedly obtained with DEERAnalysis. The K18
311/328 double cysteine mutant was used as both the basis and a control for most tau DEER experiments, so accurate determination of the distance distribution for this sample was important. While the double Gaussian distance distribution obtained using GLADD shows features that are similar to the Tikhonov fit in DEERAnalysis, the sharpness of the peak around 4.8 nm was a concern. Data were collected for K18 311/328 at 60 K with \( \tau_2 \) of 3500 ns, an increased window size, and GLADD analysis showed broadening of the sharp peak (Figure 7.15). These analyses indicate that the peak at 4.8 nm is needed to fit the data. However, the limitation to only two Gaussians does not provide a way to model the multiple components at shorter distances that are obtained by Tikhonov regularization. Although GLADD provided an excellent check of spectral analysis, it was not feasible to study the ensemble of fibril conformers for additional samples.

**Figure 7.15.** Comparison of distance distributions obtained using GLADD for fits to two Gaussian distributions of distances based on analysis of raw data obtained with time windows of 2.4 \( \mu \)s (80 K) and 3.4 \( \mu \)s (60 K). The sharp peak at 4.8 nm broadens as the length of the time window is increased, which provides better definition of the spin-spin interactions. Figure from reference [195].
7.3.10 Negative Stain Transmission Electron Microscopy

Tau fibrils were often visualized with transmission electron microscopy (TEM). The fibrils were stained with 2% uranyl acetate and adsorbed onto 200 mesh carbon-coated copper grids. Images were taken with a Philips/FEI Tecnai-12 transmission electron microscope at 80 keV that was equipped with a Gatan CCD camera.

7.4 Results and Discussion

7.4.1 Fibril Conformations of K18 and K19 Monomers

The aim of the first tau study, in collaboration with Ayisha Siddiqua, was to determine structural differences between 3R and 4R fibrils. Both K18 and K19 were doubly spin-labeled at three pairs of positions: 311/322, 311/326, and 311/328. It was previously shown that K18 can grow onto K19 seeds, but not the converse [209]. Therefore, distances were measured for K18 monomer grown onto K18 and K19 seeds, while K19 monomer was grown only onto K19 seeds. It is understood that the seeds provide the templates onto which the tau monomers grow, and if the same template is used, the same fibril conformations emerge. This phenomenon was seen for K18 and K19 monomers grown onto K19 seeds, in which the distance distributions for 311/322 were very similar (Figure 7.16). The dipolar oscillation traces for this spin pair clearly superimpose, further indicating the conversion of K18 monomers to K19-like fibril conformation. This work was published in reference [194].
Figure 7.16. K19 (A) and K18 (B) monomer grown onto K19 seeds. When presented the same seed conformations (K19), both types of monomer adopt the same conformations, with a distance of ~3.5 nm between spin labels at positions 311 and 322. Figure from reference [194].

The K19-seeded traces diverge slightly for spin pairs 311/326 and 311/328, although both fibril types have very weak dipolar interaction, suggesting extended conformations in which the spin labels are separated by long distances (Figure 7.17). An extended conformation is modelled by the green trace for 311/326, which is the result obtained for singly-labeled monomer. In K19, 311 is too far from positions 326 and 328 to obtain a distance distribution. In contrast, distances could be obtained for K18 monomers grown onto K18 seeds, revealing a mixture of fibril conformations for each spin pair studied (Figure 7.18). The dipolar oscillations show strong spin interactions and vary significantly from the traces for K19-seeded fibrils.
Figure 7.17. Dipolar oscillation curves for all samples studied. Spin labels at positions 311/322 using K19 seeds overlap, but diverge slightly for positions 311/326 and 311/328. Distance distributions were not obtained for K19 on K19 seeds, as the spin labels are thought to be out of range for dipolar interaction (~5 nm). The K18 grown onto K18 seeds gave measureable distance distributions for all spin label pairs. Figure from reference [194].

Figure 7.18. Background-subtracted raw data (A) and distance distributions (B) for K18 on K18 seeds, spin-labeled at different positions. All positions had distributions containing a mixture of distances, implying the presence of a mixture of fibril conformations. Figure from reference [194].

Whereas other protein analysis techniques provide averaged structural characteristics for a mixture of distinct protein assemblies, DEER is capable of qualitatively describing the relative populations of fibrils in a heterogeneous mixture.
Data from the first tau structural study using DEER showed that K19 adopts a single, extended monomer conformation within fibrils. Conversely, K18 is more versatile and can adopt a mixture of different conformations when grown onto K18 seeds, or adjust to the specific conformation of K19 seeds. Once the utility of DEER for analysis of fibril mixtures was demonstrated, the question arose whether conformer populations could be varied by addition of mutations to tau monomer.

7.4.2 Mutations Alter Seed Selection of Tau

It has been previously shown that mutations to tau are sufficient to trigger disease [196]. In general, the mechanisms by which mutations can induce neurodegeneration is unknown: mutations can alter the natural ratio of 4R:3R within the brain or the stability of the interaction between tau and microtubules. It was reported that several mutations destabilize this interaction [232, 233], in addition to stimulating fibril formation (heparin cofactor required) [234]. The aim of this study was to determine if the effects seen by some of the mutations to tau have a structural basis. Known disease-related mutations ΔK280 [232], P301S [233], S320F [235], and Q336R [236] were studied, as well as additional mutations I308M, P312I, D314I, G323I, G326I. This work was published in reference [195].

The representative K18 double mutant 311/328 with a heterogeneous distance distribution was chosen to examine differences in seed selection initiated by mutated monomers. The mutations listed above were incorporated into K18 311/328. The mutated monomers grew onto the templates provided by WT K18 seeds. Resultant DEER data were analyzed analogously for all samples to detect whether the mutants
grew preferentially onto specific fibril conformations present in the mixture. Variations in seed selection were determined through comparison to the distance distribution of non-mutated K18 311/328.

Before analysis of mutation effects, it was important to demonstrate that the K18 311/328 system was robust for use as an indicator of conformational variation. The sample was prepared and analyzed in triplicate and the distribution shown to be repeatable (Figure 7.19A). The relative populations of fibrils adopting these conformations are also well-conserved. When prepared with different seed batches, three distances for this system at 3.2, 3.8, and 4.8 nm that vary only in peak height or width were consistently observed. We therefore concluded that K18 311/328 is an appropriate starting point to examine variation in conformation selection of mutated monomer grown onto seeds.

**Figure 7.19.** Distance distributions of K18 311/328: repeatability (A), mutations with distance distributions similar to non-mutated K18 311/328 (B), mutations with very different distributions compared to non-mutated K18 311/328 (C). Figure from reference [195].
The distance distributions for the mutant-bearing fibrils were examined next, and several of the mutations gave distributions similar to that of non-mutated K18 311/328 (Figure 7.19B). Conversely, some of the mutations at significant positions in the protein (ΔK280, P301S, P312I, and D314I) clearly change the distribution of fibril conformers following template-assisted growth (Figure 7.19C). To ensure that these dramatic changes to seed selection were not in fact a result of amorphous monomer aggregation, fibril formation was confirmed by EM (Figure 7.20).
Figure 7.20. Electron micrographs of spin-labeled K18 fibrils (labeled at positions 311 and 328). The additional mutations are noted. All monomers formed elongated fibrils, indicating that differences in DEER data are not caused by amorphous aggregates. Bar = 500 nm. Figure from reference [195].
The DEER distance distributions suggested that key mutations play a role in seed selection during fibril growth, while mutations with similar distributions have little or no conformational effect. In addition to variation in distance distributions, comparisons can be made from examination of the raw DEER data to support these conclusions. When grouped according to degree of similarity to non-mutated K18 311/328, the traces and fit functions for the background-subtracted data align with the grouping of similar and dissimilar distance distributions (Figure 7.21). The initial drop in signal of the raw data before background subtraction provides a qualitative measure of the interaction between the spin labels; in this area of the spectrum, similar mutants trace together and different mutants trace separately, with ΔK280 the furthest outlier. A shallow initial drop in the raw data corresponds to weak spin-spin interactions. This suggests that the mutations with very different population distributions may contain conformers with interspin distances longer than 5 nm, which was previously shown for K19 fibrils. Adoption of extended-monomer conformations may account for the asymmetric seeding barrier demonstrated for tau, for which K18 can grow onto K19 fibrils, but K19 cannot grow onto K18. Since K18 ΔK280 may also adopt a more extended conformation, it was logical to test whether K19 could be grown onto K18 ΔK280 seeds. Additionally, the ΔK280 mutant corresponds to removal of a positively-charged lysine residue at position 280, which is in the 2nd tau repeat region, and K19 does not contain this region. An experiment performed by Paul Dinkel using an intrinsic acrylodan fluorescence assay as well as sedimentation [195] demonstrated that K18 ΔK280 is competent to seed K19 monomer.
Figure 7.21. Overlay of raw DEER data for all mutants studied, including the K18 311/328 core and singly labeled monomer. The largest difference is apparent from the initial drop region (boxed). Figure from reference [195].

The development of DEER spectroscopy has provided a unique tool with which variation in protein conformation can be studied. This tool was utilized to investigate the effect of a single mutation on the seed conformations that monomers select for growth. Figure 7.22 illustrates an overview of the concepts presented here. There are three distinct fibril conformations consistently observed for non-mutated K18 311/328 (Figure 7.22A). Non-mutated fibrils are used to create seeds which contain the same populations of conformations as the fibrils (Figure 7.22C). When these seeds are added to monomers containing mutations at various positions in the sequence, the populations of these conformations will vary depending on seed selection of the monomers. As demonstrated, some mutations assume populations consistent with non-mutated monomer, while other mutations significantly alter the populations of conformers.
(Figure 7.22D). Seeing that mutations could have a dramatic effect on seed selection, the effect of variations in fibril growth conditions was investigated next.

**Figure 7.22.** Fibril populations in the heterogeneous mixture of conformations show sequence dependence. From the distance distribution, there are three distinct fibril conformations (A). Different monomers (B) are added to the same populations of seeds (C). The populations of conformers for the resulting fibrils (D) can be similar to the wild-type populations (Mutant 1) or can differ (Mutant 2).

7.4.3 Growth Conditions Vary Tau Fibril Structure

Insertion of mutations to K18 311/328 proved insightful and indicated the presence of different accessible conformations within the seeds. Fibrils studied up to this point were formed through seeding over multiple cycles (see Section 7.3.6). In this study, changes in fibril structure brought about by varying seeding conditions, temperature, and stirring during fibril growth were examined. The K18 311/328 double mutant was again used as a standard by which to measure changes to the DEER distance distributions.

*Variation in number of seeding steps.* Typically, five seeding steps are used to prepare samples, and conformations repeatedly consist of three peaks (Figure 7.19A). Here, fibrils were sonicated and used for seeds directly following three days of stirring (for initial fibril growth). These seeds corresponded to step 0, as no additional cycles
of sonication and incubation were performed. Additionally, fibrils were grown following 10 and 15 seeding steps. Fibrils grown following 5 seeding steps were prepared as a control. Figure 7.23 shows the distance distributions for fibrils grown from different seeding steps.

**Figure 7.23.** Distance distributions for K18 311/328 grown using different numbers of seeding steps. Step 5 is the control, showing the reproducible peaks at 3.2, 3.8, and 4.8 nm. The reverted sample refers to fibrils grown stirring overnight at 37 °C made from seeds of step 15 sonicated. No post-processing normalization was implemented.

The largest variation is seen in the peaks at 3.2 and 3.8 nm, which are almost fully suppressed in step 0 and gradually enrich in population with additional seeding steps. Step 5 is equivalent to prior measurements of this control, while the difference between step 10 and step 15 is negligible. This may indicate that by step 10, the fibril conformations have reached a population equilibrium, and seed selection beyond this point does not change enough to be evident in the distance distribution.
The primary difference between step 0 and step 15 lies in stirring of the fibrils used for seeds. Step 0 is prepared from fibrils that have stirred for three days, while the seeds used for step 15 were not stirred during any of the seeding cycles. To check whether the short distance peaks, once enriched, could then be suppressed, fibrils from step 15 were used to seed new fibrils grown overnight under stirring conditions. The distance distribution for the reverted fibrils is also shown in Figure 7.23. The conformation populations of these fibrils match almost perfectly with fibrils grown using stirred seeds (step 0). The raw DEER data traces confirm that the reverted fibrils are similar to step 0, and also that steps 10 and 15 are equivalent (Figure 7.24).
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**Figure 7.24.** Raw DEER data showing the similarities in steps 10 and 15 (solid) and step 0 and the reverted sample (dotted). The decreased SNR of steps 10 and 15 caused by poor compression into the EPR tube is evident.

It was observed that fibrils from different seeding steps centrifuged into the Q-band EPR tubes differently. Steps 10 and 15 did not compress very much, and the
SNR was lower for these samples than step 0 and the reverted fibrils (Figure 7.24), which compressed much more. Step 5, the control, compressed intermediately and behaved similarly to previous preparations. It was thought that fibrils from steps 10 and 15 were longer than those from step 0 and the reverted sample. In this case, the extended fibrils may hinder centrifugal compression, similar to full-length tau. Slight differences in SNR can be seen from the room-temperature CW spectra (Figure 7.25). Longer fibrils were consistently seen in electron micrographs of step 10 compared to step 0 (Figure 7.26). In addition to differences in compressibility, fibrils from steps 10 and 15 were more transparent following centrifugation than step 0 and reverted, which were an opaque white.

**Figure 7.25.** Normalized X-band CW spectra for the fibrils grown with different seeding steps. Traces are the average of 20 scans using 2048 points, 100 kHz modulation frequency, 3.0 G modulation amplitude and 150 G scan width at 20 mW power.
Figure 7.26. EM of fibrils formed from 10 seeding cycles (A), 0 seeding cycles (B), and 15 cycles stirred overnight (C). Fibrils in (A) are longer than those in (B). Panel (C) shows that stirring breaks the fibrils into smaller fractions. Bar = 200 nm.

Stirring fibrils causes breakage. After observing that the populations of shorter distance fibril conformations were suppressed for seeds that had been stirred, a direct comparison of fibrils formed under stirring and non-stirring conditions followed. Fibrils are typically not stirred during the incubation steps of multistep seeding. The first comparison, therefore, was to fibrils that were stirred during incubation (Figure 7.27A). As expected, the peaks at 3.2 and 3.8 nm are suppressed for the stirred sample. This analysis was then repeated for fibrils that grew without addition of seeds. For the stirred fibrils, this type of preparation corresponds to the fibrils formed over three days of stirring, which are usually used for the first seeding step. Here, the fibrils were analyzed directly. Stirring speeds fibril growth, so the non-stirring, non-seeded fibrils were allowed to grow for seven days total. Completion of fibril growth was assessed by the observation of visible, opaque filaments in the reaction tube. Figure 7.27B shows the effect of stirring on the distance distribution of non-seeded fibrils. Again, the populations corresponding to shorter distance peaks, which are less well defined for the fibrils grown under quiescent conditions, are decreased. The resolution of the peaks in
the non-seeded quiescent distribution is likely poor due to decreased SNR from non-ideal fibril growth conditions. Distance distributions in Figure 7.27 have been normalized to the peak at 4.8 nm for straightforward comparison of the lower-probability peaks.
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**Figure 7.27.** Effect of stirring (agitation) on conformer populations for seeded (A) and non-seeded (B) fibrils. Distributions were normalized to the 4.8 nm peak amplitude for comparison of shorter distance peaks.

As mentioned, SNR was decreased for the non-seeded quiescent sample, but it was also less for the seeded quiescent sample. The stirred samples compressed more into the EPR tube, resulting in greater signal within the resonator. The increase in SNR with stirring is not significant enough to affect the room-temperature CW spectra (Figure 7.28). It is clear from the distance distributions, as well as differences in compressibility, appearance, and SNR, that structural properties of fibrils are influenced by the environments in which they are grown.
Figure 7.28. Normalized X-band CW spectra for the fibrils grown under stirring and quiescent conditions. Traces are the average of 20 scans using 2048 points, 100 kHz modulation frequency, 3.0 G modulation amplitude and 150 G scan width at 20 mW power.

_Effect of growth temperature on fibril conformations._ It became clear that the environment of the fibrils during growth was essential to the conformations that emerged. The simplest environmental change to make was variation in temperature. Using K18 311/328 as a control, a sample was prepared in triplicate under normal conditions. This included five seeding steps and overnight incubation at 37 °C for the final cycle in which the fibrils include 2% spin-labeled monomer for DEER (Figure 7.29A). Samples were then compared using overnight incubation temperatures of 25 °C and 4 °C for final DEER fibril growth. Figure 7.29B shows that the differences in
distance distributions from altering final incubation temperatures is not as substantial as the differences seen from using additional seeding steps. Interestingly, however, the peak that is altered is only that at 3.2 nm. Previously, changes were only seen in a combination of this peak and the peak at 3.8 nm. Distance distributions in Figure 7.29 were again normalized to the peak at 4.8 nm. Although the differences in populations are not as sizeable as seen for the other altered growth conditions, it is clear that temperature plays some role in monomer seed selection.
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**Figure 7.29.** Effect of temperature on populations of fibril conformers. K18 311/328 prepared in triplicate under normal conditions (A) and the same conditions but different temperatures of final overnight incubation (B). Distributions were normalized to the 4.8 nm peak amplitude for comparison of shorter distance peaks.

*Interpretation of variation in fibril conformations.* This section introduced large variations in tau fibril structure. To explain some of these changes, it is necessary to look at trends in the individual peaks. Fibril populations corresponding to the short distance peaks at 3.2 and 3.8 nm are enriched at increased seeding steps, while the peak
at 4.8 nm is dominant whenever the fibrils are formed while stirring. From EM, it appears that the fibrils with 4.8 nm between spin labels are shorter than fibrils with 3.2 and 3.8 nm between spin labels. It follows that 4.8 nm populations are increased during stirring through continual breakage of these fibrils, increasing the number of ends onto which monomer can attach. This suggests that the 4.8 nm fibrils are more fragile than the other conformations. To test this, fibrils from step 10 and step 0 were sonicated in parallel and resultant fibril length compared by EM. Figure 7.30 shows that sonication breaks step 0 fibrils to a greater extent than step 10 fibrils. This supports the postulate that the conformation corresponding to 4.8 nm is enriched by stirring due to enhanced breakage.

**Figure 7.30.** EM of step 0 pre-sonication (A) and post-sonication (C) and step 10 pre-sonication (B) and post-sonication (D). The bar in A and B is 0.5 μm and in C and D is 0.2 μm. Fibrils appeared to be similarly elongated pre-sonication (A vs. B) but step 0 broke into smaller pieces than step 10 post-sonication (C vs. D).
Similarly, the 4.8 nm peak is suppressed over multiple cycles. Without stirring, the selective pressure toward the 4.8 nm conformation is lost. Additionally, the fibrils are given only one hour between seeding steps to elongate. This suggests that the fibril conformation corresponding to the 4.8 nm peak grows more slowly than the conformations with shorter distance peaks. Early kinetic studies by Michael Holden showed that fibrils enriched with the 4.8 nm conformation and fibrils enriched in the shorter distance conformations all grew to completion within the one hour incubation time. Current studies are focused on studying differences in the rates of fibril growth for the different conformations.

Fibril breakage may also explain the minimal sample obtained through non-seeded, non-stirring fibril formation. While stirring, the fibrils are constantly forming and breaking. Without this breakage, individual, long fibrils will form, and the amount of fibrils will be reduced based on the number of ends onto which monomer can grow. Stirring is not necessary for seeded samples because nucleation is circumvented and fibril growth occurs quickly onto the introduced seeds. The above findings suggest that preference for specific conformations can be modulated by selective pressures.

7.5 Conclusions

Although natively unstructured in solution, binding of tau to microtubules [237] and small enzymes [238] induces distinct conformational changes. With this level of conformational flexibility, it is reasonable to assume that tau can adopt different structures depending on the substance to which it is bound. Using DEER, the Margittai lab has demonstrated that there are indeed variations in tau structure that depend not only on the seed structures, but also the monomer sequence. It is possible that these
structural variations play a role in disease development and propagation though specific genetic and environmental factors, some of which have been specifically linked to disease [239] and others that have not yet.

Following observation of unique structures for different isoforms (3R compared to 4R fibrils), the studies presented here focused on variation of 4R tau structures based on mutations and growth conditions. The effect of modified seed selection for certain mutations can be explained by the conformational compatibilities of individual mutants. Mutants that do not interfere with any of the original conformers will be recruited akin to the WT monomer. Mutants that are incompatible with some of the original conformers will change the overall composition of the ensemble. While these selection processes could be modulated by additional factors in the complex cellular environment of the human brain, the findings presented here provide an important general model of how new fibril ensembles might emerge. It is plausible that the conformational composition of tau fibrils could vary for different forms of inherited frontotemporal dementia, where dominant mutations in the tau gene (MAPT) are linked to disease. Also important in the context of the herein presented studies, at least in some cases somatic mutations in tau could define the initial ensemble of conformers in sporadic forms of tauopathies and hence influence the selective processes as fibrils spread throughout the brain. Specifically, if different fibril ensembles composed of mutant tau transferred to connected neurons (free of tau mutations) the recruitment of WT tau would vary in a conformation dependent manner. The presented model shows similarities to current models of strain mutation and selection in prions [240]. Remarkably, a single amino acid difference at position 226 in the prion proteins of elk and deer, combined with
conformational selection of compatible seeds, determines strain mutation in chronic wasting disease [241]. Although transmissibility of tau is confined to neurons within a single human brain, the overall conformational selection processes appear to be governed by the same underlying structural principles. It is likely that other pathological amyloid fibrils share similar selection properties. The recent finding that structural variations in fibrils of the β-amyloid peptide may contribute to variations in Alzheimer’s disease [242] underscores the biological relevance of fibril conformation. Changes in fibril conformation through seed selection could be an important molecular mechanism of diversifying disease phenotype. The existence of different fibril ensembles and their emergence upon spreading must be taken into account when designing new therapeutic strategies for interfering with amyloid diseases.

It was shown here that changing the environmental conditions under which fibrils are grown can have a very large effect on the structures that emerge. When seeds were formed under normal conditions (stirring three days at room temperature followed by five seeding cycles at 37 °C), fibril fragility and breakage dictated the conformation of the dominant species. Altering these conditions through the number of seeding cycles, stirring, or temperature imparted selective pressures on the system that changed the dominant fibril structure. It is understood that the spread of disease in the brain depends on cell-to-cell transfer of fibrilar units. Changes to the cellular environment may preferentially enhance certain fibril conformations, which are then spread and can be further enhanced or alternatively modified. Additionally, fibril breakage may facilitate propagation of disease-relevant fibril structures. This concept is utilized for amplification of tau fibrils in Chapter 9.
Tau belongs to a class of proteins that aggregate to form insoluble amyloids. Amyloids can be either beneficial or disease-inducing, and some have yet unknown function. Amyloid proteins share many features, both structural and mechanistic. In addition to the studies presented in this dissertation on tau, structural polymorphism has been reported for Aβ protein [242], implicated in Alzheimer’s disease, and Sup35 [243], a yeast prion whose structural variation results in different strains. Studies continue to focus on revealing the link between structural variation and disease [244], and gaining a better understanding of this phenomenon for tau benefits the study of other amyloidogenic proteins as well.
Chapter 8: DEER Analysis and Acquisition Improvement

8.1 Experimental Requirements and Limitations of DEER

The previous chapter demonstrated the advantages of DEER for the study of protein structure. Although DEER overcomes the inherent shortcomings of structural techniques like X-ray crystallography and NMR, it is not free from its own unique limitations. Data are typically collected at liquid N$_2$ or colder temperatures for several reasons, primarily for improved SNR relating to the Boltzmann distribution (Equation 1.4). At colder temperatures, there are fewer spins in the excited state, leading to enhancement of the signal. The population ratio of the upper to lower energy levels decreases from 0.9985 at room temperature (298 K) to 0.9943 at 80 K. This difference of only 0.4% is significant enough to improve SNR. Cold temperature also aids in spin immobilization, which is required to obtain a DEER signal. The necessary dipolar interaction is averaged if two spins are rotating freely in solution, so the net interaction becomes zero. The stacking of monomers in tau fibrils generally immobilizes the spin labels at room temperature. Further immobilization occurs once the sample is frozen, decreasing the dipolar averaging. Many labs perform DEER using liquid N$_2$, which is a modest cost requirement compared to a cryogen-free system or liquid He. For a large startup cost, a cryogen-free system can be purchased which does not require liquid He for cooling. This saves money in the long run, but is often not feasible as a replacement for liquid N$_2$.
In general, $T_2$ does not change much with temperature, but it is important to consider the limitation $T_2$ places on a DEER experiment. The echo that is being probed is technically a $T_2$ echo and will decay accordingly. The dipolar evolution occurs in the time between the second and fourth pulses, and the echo must still be present by the fourth pulse to collect a signal. The $T_2$ for the most commonly-used nitroxide spin label, MTSL, is around 1.5 $\mu$s at 80 K in tau fibrils. The distance between pulses is of the same order, so by the end of the sequence, the echo signal is extremely weak. For this reason, SNR must be increased as much as possible. A shorter distance between the second and fourth pulses could be used. This would reduce the evolution time, and in turn the number of echo modulation cycles, decreasing the distance information obtained. The best, albeit most difficult, way to improve SNR is to design a spin label with long $T_2$, so that the signal remains strong even after refocussing of the third pulse.

There are inherent upper and lower limitations on distances that can be measured with DEER. Below 2.0 nm, the radicals are close enough for exchange-coupling interactions which can be further complicated by pulse overlap (due to excitation bandwidth requirements, Equation 1.13). The upper limit is mainly determined by $T_2$ and is currently around 8 nm at 15 K for nitroxide spin labels. $T_1$ at 15 K is quite long; for spin-labeled hemoglobin, $T_1$ was predicted to be around 30 ms [245] at this temperature. These data are not only very costly to collect, but would also take a very long time. Practically, the experiments presented for tau have assumed an upper limit of around 5 nm.
8.2 Improvements to DEER

8.2.1 Recent Developments

A predominant theme in the discussion of DEER requirements is enhancement in SNR. Most of the improvements presented here involve increasing SNR. One of the most straightforward means to accomplish this goal is to decrease $T_1$, which decreases the repetition rate (SRT) of the experiment. This, in turn, increases the number of scans collected per unit time, and SNR increases proportional to $\sqrt{\text{# of scans}}$. In the following sections, this improvement is demonstrated through several different methods.

Although somewhat related to improved SNR, measurement of distances longer than 6 nm is another common goal for DEER spectroscopists. Advancements have been made in this field through use of lower temperatures, non-nitroxide spin labels, alternative pulse sequences [246], and deuterated proteins [247]. Prof. Daniella Goldfarb has used Gd-nitroxide spin pairs, reaching distances up to 10 nm [248]. She has also used the Mn-Mn interaction to achieve time windows of 5 $\mu$s [249], more than twice as long as the available window for tau in Chapter 7. These studies are typically performed at W-band (94 GHz), which also leads to an increase in SNR based on the Boltzmann population shift, but bears the added complexity of orientation selection of the spin labels.

Several variations to the technique itself have emerged recently to combat poor SNR. Five-pulse DEER was developed to improve echo focusing, decreasing signal decay due to spin diffusion. $T_2$ is in turn longer for this method, and distances up to 12 nm are theoretically possible [250]. In a similar manner, DEER-stitch was developed to combine the high sensitivity of three-pulse DEER with the dead-time free feature of
four-pulse DEER [251]. The dead-time section at the beginning of a data set of a three-pulse DEER experiment is very distorted because the echo decays in the same time as the length of the pulses, roughly. This portion of the data is therefore inserted from the four-pulse experiment, and the long time window can then be achieved from the higher SNR three-pulse experiment. Measured distances with this method have increased up to 8 nm.

These are just several examples of improvements that have been made to DEER as of late. Additional efforts have been put forth for suppression of ghost peaks in distance distributions [252], improving sensitivity through alternative pulse sequences [246], and development of new analysis programs [71], including GLADD [70], which was used for analysis of tau. Employment of DEER for novel applications will undoubtedly contribute to development of continuing improvements to the method, including those presented in this chapter.

8.2.2 Proposed Improvements

As previously mentioned, decreasing $T_1$ is a fundamental goal in SNR improvement for DEER. The focus of one of the projects presented here was to decrease $T_1$ using the cross-relaxation pathway that arises when a paramagnetic metal is brought into proximity with the spin labels attached to a protein. The impact of different concentrations of a variety of possible metals was determined through initial measurements using free nitroxide. These experiments were performed by Priyanka Aggarwal. Based on the changes to $T_2$ and $T_1$, an appropriate metal was chosen to add to protein for DEER measurements. The SNR for measurements collected in the same acquisition time for the protein with and without added metal were then compared.
Another advantage to SNR can be achieved by increasing T$_2$ of the spin label. A second project with this aim utilized a new nitroxide spin label. The spirocyclohexyl (Figure 8.1) differs from the commonly used MTSL in lacking methyl groups, which dominate T$_2$ relaxation at temperatures commonly used for DEER measurement [253]. Relaxation enhancement compared to MTSL has already been described for this nitroxide [16], so utilization for DEER was a logical next step.

![MTSL and Spirocyclohexyl structures](image)

**Figure 8.1.** Structure of the spirocyclohexyl spin label compared to MTSL. The spirocyclohexyl, synthesized by Prof. Andrei Rajca, lacks the geminal methyl groups of MTSL, leading to greatly enhanced T$_2$.

The final project presented here involves understanding better the distance distributions obtained using Tikhonov regularization in DEERAnalysis. Many of the studies on tau have centered on the heterogeneous mixture of conformations that could be examined using DEER but were invisible using other biochemical and analytical techniques. This project was inspired following numerous discussions with colleagues and reviewers regarding peak artifacts and the ability to confidently separate distinct distances using DEER. Mixing spin-labeled proteins with more than one known distance helped determine whether these different peaks correspond to distinct conformations, in addition to showing that the distances can be deconvolved in
DEERAnalysis. This experiment also provided information on interpretation of peak heights and areas in the distance distributions.

These projects required the use of well-defined protein systems. The Habc domain of Syntaxin was used for the paramagnetic metal project and the DEERAnalysis peak separation. T4 Lysozyme was used with the spirocyclohexyl spin label. The remainder of the chapter is organized by protein involved.

8.3 Habc Domain of Syntaxin 1A

8.3.1 Introduction

Syntaxin 1A is a member of the SNARE protein superfamily and facilitates fusion of the synaptic vesicle membrane with the plasma membrane, resulting in the release of neurotransmitters into the synaptic cleft. The SNARE domain (Figure 8.2) of syntaxin 1A forms a helical bundle with partner proteins SNAP-25 and synaptobrevin, while the transmembrane domain anchors the protein to the neuronal cell membrane. The SNARE motif only assumes helical conformation upon complex formation, but the N-terminus of syntaxin forms a highly stable three-helix bundle [254, 255], commonly known as Habc domain. It is thought that this domain plays some regulatory role in SNARE complex formation as it is able to fold back onto the SNARE motif [256, 257] aided by the flexible linker [258] connecting the two segments. The structure of the Habc domain has been extensively studied and high resolution data are available from X-ray crystallography (PDB 1EZ3 [255]) and NMR (PDB 1BR0 [254]). Importantly, the central helix in the Habc domain expands over 5 nm and hence is ideally suited for DEER-based distance measurements. Additionally, the Habc α-helices are highly stable (melting temperature ~80 °C [254]) even when detached from
the remainder of the protein. For these reasons, only this domain is used in the following studies.

![Diagram of syntaxin 1A domains]

**Figure 8.2.** Structure of syntaxin 1A showing the transmembrane domain (black), and SNARE motif section (purple) which is connected to the Habc domain (green) by a flexible linker (gray). Only the Habc domain, composed of three α-helices, was used for experiments presented in this dissertation.

### 8.3.2 Materials and Methods

**Transformation and expression.** The codon-optimized constructs of the Habc domain of syntaxin 1A were purchased from Biomatik, cloned into the pET28b vector similarly to tau (section 7.3.1). Double cysteine mutations were coded in the vector of the Habc domain to be positioned at amino acid pairs 73/102, 77/102, 80/102, 84/102, and 87/102 in the protein. Midipreps (Appendix B) were performed to amplify the DNA. The inserts coding Habc were cleaved from the remaining vector using Xho1 and Nco1 restriction enzymes, and these were then visualized on an agarose gel (Figure 8.3A). Inserts from each Midiprep showed the correct molecular weight (~450 base pairs) compared to the 100 base pair ladder. Expression followed the tau protocol (section 7.3.3), however several constructs required 5-7 hours of agitated incubation until OD$_{600}$ ~ 0.8. Figure 8.3B shows an SDS-PAGE gel from solutions collected prior to induction and during expression, demonstrating that the large amount of protein (Habc domain is ~15 kDa) expressed is relatively pure. Cells were stored in a slightly different buffer than tau (100 mM Tris pH 7.4, 500 mM NaCl, and 0.8 mM imidazole), without β-mercaptoethanol, which can interfere with nickel column purification.
Figure 8.3. Agarose gel following Midiprep (A) and SDS-PAGE gel following expression (B) of the Habc domain of syntaxin 1A. Both gels were prepared from the 80/102 double cysteine mutant. The first column of each gel is a molecular weight ruler: 100 base pairs (A) and protein MW in kiloDaltons (kDa, B) as labeled. The DNA inserts containing the Habc sequence are ~450 base pairs, and all migrated to the correct position in (A). The SDS-PAGE shows overexpression of the protein of interest (~15 kDa) in the four wells following the ruler (B). The last well of this gel was collected prior to induction to emphasize the overexpression of Habc in the other wells.

Purification. Because the three dimensional structure of syntaxin’s Habc domain has been characterized using several techniques [254, 255, 258, 259], purification followed prior papers as closely as possible. Frozen cells were thawed slowly in a room-temperature water bath. Small spatulas of lysozyme and DNAse (both Sigma) were introduced to aid in cell lysis and to reduce viscosity. 80 μL of 1% Triton X-100 (VWR) was also added. Initial purification was via affinity chromatography using a histidine tag attached to the N-terminus of the Habc domain (coded in the pET28b vector) with affinity for nickel beads. Samples were sonicated for one minute, followed by centrifugation at 15,000 X g. The supernatant was mixed with 1-2 mL Ni beads (QIAGEN) and rocked at 4 °C for at least one hour. This mixture was applied to an empty PD-10 column and washed with 10 mL buffer (10 mM HEPES, 100 mM NaCl,
1 mM NaN₃ at pH 7.4). 2 mL of 50 mM imidazole, which replaces the binding site on the Ni to the histidine tag, was applied to the column twice as an initial wash, followed by 2 mL of 800 mM imidazole, repeated up to eight times to ensure full elution. The 2 mL fractions were analyzed by SDS-PAGE for concentration and purity to determine which fractions should be pooled (Figure 8.4). Often, the wash fractions contained considerable amounts of desired protein; if these fractions were relatively clean, they were combined with the 800 mM imidazole elution fractions for a total sample collection of 8 mL. This volume was dialyzed for two hours with 4 mg thrombin (BD), which cleaves off the histidine tag when Ni purification is completed, in 20 mM Tris pH 7.4, 10 mM NaCl, 1 mM DTT, 1 mM EDTA buffer. The dialysis bag (Spectrumlabs, MWCO 6-8 kDa) was then transferred to fresh buffer lacking EDTA, and dialysis continued overnight. Both dialyses were performed at 4 °C. The following morning, an additional 1 mg thrombin was added to the dialysis bag to ensure full tag removal, and dialysis continued in fresh buffer at room temperature for 1-2 hours.

![SDS-PAGE gel](image)

**Figure 8.4.** SDS-PAGE gel (15%) showing fractions collected from the nickel column purification of the Habc domain for double mutant 73/102. Fractions 1 and 2 were washes, using only 50 mM imidazole. These fractions often contained a large amount of relatively pure protein, and were thus included for collection.
The sample was filtered through a 0.45 μm syringe filter and run over a Mono S cation exchange column with a linear NaCl gradient (50 – 1000 mM NaCl, 20 mM HEPES pH 7.4, 2 mM DTT). The theoretical pI of the Habc domain of syntaxin is 5, suggesting that the protein will bind to an anion exchange column with buffer at pH above 7. This was attempted several times using a Mono Q column, and protein eluted each time almost exclusively in the flow-through. A small amount of protein came in the flow-through of the Mono S column, but the majority eluted in several fractions. These were combined and stored at 4 °C.

The final purification step was via gel filtration using the same buffer as for tau. Although the Habc domain is larger than K18 tau, it elutes in later fractions because tau is natively unfolded and Habc is a tightly-packed bundle of α-helices. Five fractions were pooled (Figure 8.5) for a total volume of 25 mL, which was concentrated down to around 2.5 mL using Vivaspin 20 concentrators (Sartorius, MWCO 5 kDa). 500 μL aliquots with 5 mM DTT were flash frozen and stored at -80 °C until EPR sample preparation.
Figure 8.5. Elution profile for gel filtration of the Habc domain. Habc eluted around 375 mL, and the small bump around 350 mL was present for all constructs. The signal corresponds to absorbance at 280 nm.

DEER sample preparation, acquisition, and analysis. A 500 μL aliquot of purified Habc was thawed slowly in a room temperature water bath and concentrated to 200 μL using Amicon Ultra-0.5 centrifugal filters (Millipore) with 3 kDa MWCO. The sample was kept at 4 °C during this process. Residual DTT from purification was removed by washing sample with 200 μL fresh buffer five times during concentration. The final concentration was found by BCA assay. The sample was labeled with five-fold molar excess MTSL, since significant precipitation occurred at 10-fold excess. Labeling proceeded for two hours. The sample was then loaded onto a PD-10 column to remove excess label, collecting 2 mL of eluate. This was concentrated down to around 200 μL, and the concentration again determined by BCA assay. Several samples
required decreased pH to prevent added metal from precipitating. In these cases, buffer (10 mM HEPES pH 7.4, 100 mM NaCl, 1 mM NaN₃) was exchanged from pH 7.2 to 6.1 prior to concentration measurement. Final concentration was to be around 100 μM, so 200 μM sample, combined in the appropriate ratio with buffer, was added 1:1 with 60% sucrose or 48% glycerol. If metal was added to the protein, it was present in the cryoprotectant. Syntaxin samples were also mixed in varying amounts to examine separation of distances in DEERAnalysis. In different experiments, 73/102 and 77/102 were mixed with 84/102 at 0, 25, 50, 75, and 100% total concentration. Samples were pipetted into a Q-band EPR tube which was held in an X-band tube for room temperature CW measurement. Unlike tau fibrils, syntaxin is soluble and the CW spectra are representative of a more slowly-tumbling but not immobilized nitro oxide radical attached to a protein (Figure 8.6). Following CW collection, samples were frozen in liquid N₂ for DEER measurement, which was performed analogously to tau (Section 7.3.8).

![Figure 8.6](image)

**Figure 8.6.** Room temperature CW spectrum for spin-labeled Habc 77/102. Spectrum was collected in 20 scans with modulation frequency and amplitude 100 kHz and 0.5 G.
8.3.3 Results and Discussion

*DEER enhancement using paramagnetic metal.* As a proof of concept for the project, Er-DTPA was added to tau fibrils that had previously been measured by DEER. Originally, only 32 μM Er³⁺ (pH 6.1) was added to K18 311/328 G323I fibrils composed of 2% spin-labeled tau monomer and 98% wild-type monomer. This concentration of metal had a strong effect on relaxation at 80 K; T₁ was decreased from 500 μs without metal to 4 μs with the metal. This difference would theoretically shorten the acquisition time over two orders of magnitude. However, the T₂ was also decreased from 1.4 μs without metal to 450 ns. This rapid echo decay shortened the usable time window to a size at which no echo modulation could be observed. The amount of metal was then decreased to 0.5 μM. T₁ and T₂ decreased only to 200 μs and 1.3 μs, respectively. DEER was collected, and this sample was compared to the original DEER results recorded in the absence of metal. The raw data and distance distributions show that the structure of the tau fibrils may have been altered by the addition of metal (Figure 8.7). This is not wholly surprising, as tau monomer is positively charged, and there is a negatively charged cofactor present. The metal may have attached preferentially to a specific position in the protein. Additionally, the sample had been stored for several months at -80 °C and was thawed and refrozen to conduct this experiment. Lastly, it was shown that tau is heterogeneous (Section 7.4.1), and it may be difficult to interpret results of method improvement on this type of sample. It was clear, therefore, that a different protein (the Habc domain of syntaxin 1A) would be better suited for this experiment.
Figure 8.7. DEER of tau (K18 311/328) with and without Er\(^{3+}\). Addition of the metal (gray) altered the distance distribution (right), suggesting a structural change to the tau fibrils. This was instinctually attributed to preferential binding of the charged metal to either the charged protein or cofactor. The difference is evident from the raw data as well (left).

Syntaxin was chosen to test the effect of an added lanthanide for several reasons: in addition to structural characterization of the Habc domain by X-ray crystallography and NMR, the α-helical structure provided several possible spin label locations up to ~5 nm distance (Figure 8.8). Additionally, the protein structure is very robust. All Habc mutants shown in Figure 8.8 were successfully expressed and purified. Distance distributions obtained by DEER were similar to the expected distances based on spin label location (Table 8.1). The distances measured by DEER are from the radical position instead of the C\(_{\alpha}\), which contributes to the slight variation in Table 8.1. Additional differences are attributed to conformational isomerism of the spin label.
Figure 8.8. Structure of the Habc domain of syntaxin based on PDB 1EZ3 (Rattus norvegicus) with locations of cysteine mutations for attachment of spin labels. Position 102 was constant for all double mutants. Locations were chosen to be on the surface of the helix.

<table>
<thead>
<tr>
<th>Double Mutant</th>
<th>C$_a$/C$_a$ Distance</th>
<th>DEER Distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>73/102</td>
<td>4.4 nm</td>
<td>4.7 nm</td>
</tr>
<tr>
<td>77/102</td>
<td>3.8 nm</td>
<td>4.0 nm</td>
</tr>
<tr>
<td>80/102</td>
<td>3.3 nm</td>
<td>3.3 nm</td>
</tr>
<tr>
<td>84/102</td>
<td>2.7 nm</td>
<td>3.2 nm</td>
</tr>
<tr>
<td>87/102</td>
<td>2.2 nm</td>
<td>2.8 nm</td>
</tr>
</tbody>
</table>

Table 8.1. Comparison of experimental distances determined by DEER with theoretical distances from crystal structure (PDB 1EZ3). Small variations from spin label positioning are expected, including rotamer conformation and bond lengths from the C$_a$ carbon to the radical position.
The distance distributions obtained through Tikhonov regularization with parameter $\alpha = 100$ are shown in Figure 8.9. The additional peaks in 73, 80, and 87/102, and the shoulders in 77 and 84/102 are attributed to rotamers due to the small distance separation from the main peak. The small peak in 84/102 is likely an artifact of data analysis, however the size of the peak at similar distance in 87/102 is more difficult to assign. It is possible that addition of spin label to position 87 alters the structural properties of Habc, however it is unclear from DEER data alone.

![Distance Distributions](image)

**Figure 8.9.** Distance distributions for all Habc double mutants. Additional peaks and shoulders are most likely due to nitroxide rotamers.

Following confirmation of individual distances, DEER was performed on the Habc domain with addition of paramagnetic metal. To decrease the probability of preferential interaction between metal and protein, Er$^{3+}$ was complexed with DTPA. The metal complexes used for this project were prepared by Priyanka Aggarwal. An initial experiment using Habc 80/102 with different concentrations of Er-DTPA showed
that addition of a high concentration (30 mM) of complex decreases the SNR of the raw data. However, unlike in the case of tau, the distance distributions were not altered by addition of the metal (Figure 8.10). The differences in relaxation are reported in Table 8.2. As shown in the table, this experiment was repeated for 10 mM Er-DTPA with a different sample preparation of Habc 80/102. The results were nearly identical to those in Figure 8.10.

![Figure 8.10](image)

Figure 8.10. Habc (Syn) 80/102 with and without addition of Er-DTPA using sucrose as a cryoprotectant. Addition of high concentrations of the complex decreases the SNR due to shortening of $T_2$ that cannot be compensated with the decrease in $T_1$. Importantly, the metal complex did not alter the distance distribution as the free metal had for tau.

Decreasing $T_1$ significantly with a modest change in $T_2$ should improve SNR via acquisition of additional scans in the same amount of time. For all data presented here, the DEER acquisition time was held constant for comparison of SNR with and without metal. Only minimal improvement was seen for Habc 80/102. To exclude the possibility of interference from the sucrose cryoprotectant, Habc 87/102 was also prepared using 24% glycerol. Some protein precipitated during sample preparation,
which excluded use of glycerol for future samples. The raw data showed similar SNR with and without metal, but the peaks in the distance distributions did not perfectly match as they had for 80/102 (Figure 8.11). This may have been caused by the presence of some precipitated protein in the sample.

![Graph: Syn 87/102 with and without Er-DTPA](image)

**Figure 8.11.** Habc (Syn) 87/102 with and without addition of Er-DTPA using glycerol as a cryoprotectant. The same additional peaks shown in Figure 8.9 were again seen. The SNR was unchanged with addition of the metal, despite decreased $T_1$, and the distance distributions were not well-matched.

Both 80 and 87/102 had additional peaks present in the distance distributions (Figure 8.9C and E). The next sample studied was Habc 77/102, which had only a small shoulder in the distance distribution (Figure 8.9B). In relaxation experiments performed by Priyanka Aggarwal, Dy$^{3+}$ showed promise as the paramagnetic source in addition to Er$^{3+}$, so this experiment examined addition of Dy-DTPA to the protein. A definite improvement in SNR is seen in Figure 8.12 for 1 mM Dy-DTPA, but little improvement with 5 mM Dy-DTPA. The distance distributions generally matched well for all samples.
Figure 8.12. Habc (Syn) 77/102 with and without addition of Dy-DTPA. SNR is visibly improved with addition of 1 mM Dy-DTPA (blue), but again decreases with higher concentration (fuchsia). The distance distributions indicate that the complex did not alter the protein structure.

Table 8.2 shows the changes in relaxation and SNR for the Habc samples studied to this point. The SNR was calculated from a modified MATLAB program written by Deborah Mitchell, originally used for testing SNR of DEER data for fabrication of an improved X-band DEER resonator.
Table 8.2. Relaxation and DEER SNR data at 80 K for the spin-labeled Habc domain with and without addition of metal complexes. Improvement in the DEER SNR is a balance between maintaining $T_2$ and decreasing $T_1$. Results show that addition of a high concentration of complex actually decreases SNR. SNR is compared for samples run in the same amount of time.

<table>
<thead>
<tr>
<th>Habc 87/102</th>
<th>Cryo-protectant</th>
<th>$T_1$ (μs)</th>
<th>$T_2$ (μs)</th>
<th>SNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>No metal</td>
<td>24% glycerol</td>
<td>940</td>
<td>2.2</td>
<td>120</td>
</tr>
<tr>
<td>5 mM Er-DTPA</td>
<td>24% glycerol</td>
<td>350</td>
<td>1.9</td>
<td>80</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Habc 80/102</th>
</tr>
</thead>
<tbody>
<tr>
<td>No metal</td>
</tr>
<tr>
<td>10 mM Er-DTPA</td>
</tr>
</tbody>
</table>

| No metal    | 30% sucrose   | 940        | 2.8        | 180  |
| 10 mM Er-DTPA| 30% sucrose   | 120        | 2.3        | 190  |
| 30 mM Er-DTPA| 30% sucrose   | 20         | 1.6        | 60   |

<table>
<thead>
<tr>
<th>Habc 77/102</th>
</tr>
</thead>
<tbody>
<tr>
<td>No metal</td>
</tr>
<tr>
<td>1 mM Dy-DTPA</td>
</tr>
<tr>
<td>5 mM Dy DTPA</td>
</tr>
</tbody>
</table>
Habc 77/102 with 1 mM Dy-DTPA had the best improvement in SNR. Based on the amount of change in $T_1$ (\(~1.7X\) decrease) and the unchanged $T_2$, the expected SNR is calculated to \(~1.7 \times 200 = 340\). The SNR improvement, therefore, is as estimated based on $T_1$. However, a discrepancy exists between the SNR improvements seen for DEER data compared to the predicted improvement from initial measurements by Priyanka Aggarwal. Nitrooxide relaxation was measured varying metal, metal concentration, and temperature to determine parameters necessary from optimum SNR enhancement. Equation 8.1, which compares the improvement in $T_1$ to the decline in $T_2$, was used as an indicator of the magnitude of SNR improvement:

$$\frac{T_2 \text{ intensity (with metal)}}{T_2 \text{ intensity (without metal)}} \times \sqrt{\frac{T_1 \text{ (without metal)}}{T_1 \text{ (with metal)}}} \quad (8.1)$$

These experiments concluded that Er-DTPA would give the best improvement, as well as Dy-DTPA, but to a lesser extent. Equation 8.1 predicts a greater improvement than was seen for the DEER experiments.

In an attempt to understand this discrepancy, a final set of experiments were performed. The Habc 77/102 was prepared with 0.5, 1, and 2 mM Er-DTPA and 1, 2, and 5 mM Dy-DTPA. CW spectra were recorded prior to DEER acquisition; the integrated intensities (Table 8.3) predict modest improvement in SNR of the Dy-DTPA samples, but decrease in SNR for the Er-DTPA. Variable temperature measurements of free nitrooxide with and without metal suggested optimal improvement at 50 K for Er-DTPA and 60 K for Dy-DTPA. As shown in the table, the actual improvements in SNR are quite small. The 2 mM Er-DTPA sample was not analyzed due to the trend toward decreased SNR with increased metal concentration shown in the table.
Table 8.3. Detailed results from experiments to improve SNR through relaxation enhancement. Comparisons can be made between samples run under the same conditions, which are separated by the gray bars. $T_2$ in mm refers to the echo height as physically measured in mm at 2.5 and 3.5 μs in the echo decay. The impact of 1 mM Dy$^{3+}$ on relaxation is also shown; $T_1$ becomes incredibly short, but SNR is poor due to extreme decrease in echo intensity ($T_2$ in mm). A single scan consists of 8-step phase cycling, so 1.25 scans refers to a second scan that has only completed two of the eight phase cycles.

Separation of multiple distances. After determining that the expected DEER distances could be obtained for all the Habc domain double mutants (Table 8.1 and Figure 8.9), the ability of this technique to accurately separate different distances within the same protein was examined. Two different double mutants were mixed in varying quantities and analyzed by the same method as the individual double mutants. This was executed for mixtures of both 73 and 77 with 84/102. These mutations were chosen based on the sharpness of the peak in Figure 8.9 and the relative absence of additional rotamer peaks, which were more obtrusive in 80 and 87/102. Mutants were mixed 25:75, 50:50, 75:25 by concentration as determined by BCA and were compared to the distributions of the pure double mutants.
Figure 8.13 shows a clear trend in peak height correlating to the amount of protein present. Interestingly, comparison of peak heights for samples containing 100% of a single protein do not align exactly. The area under the peaks provides a better estimation of sample composition than amplitude. With the exception of the mixture of 75% 77/102 with 84/102 (Figure 8.13B, light blue), there is clear separation between the peaks within the mixtures. At this ratio of concentrations, the shoulder indicates that the peaks could not be well-separated because 77/102 was the dominant frequency in the DEER signal. The background-subtracted DEER data for each mixture are shown in Figure 8.14. It is clear that the ability of Tikhonov regularization to distinguish between more than one frequency is crucial to separation of peaks within the distance distribution. This issue is resolved for the 50% mixture of 77/102 with 84/102, where the frequencies are equally represented in the raw data, and the peak resolution in the distance distribution is improved (Figure 8.13B, light gray). The progression of frequencies can be clearly seen from the background-subtracted raw data with Tikhonov fitting (Figure 8.14).
Figure 8.13. Distance distributions for mixtures of Habc double mutants, 73 with 84/102 (A), and 77 with 84/102 (B). All peaks were well-separated, except for the mixture of 75% 77/102 with 25% 84/102 (B, light blue). Additional peaks could be artifacts or rotamers.
Figure 8.14. Background-subtracted raw data for Habc mixtures. The evolution of oscillation is clearly seen from top (100% 84/102) to bottom (0% 84/102). Importantly, the traces for both 100% 84/102 are nearly identical, although prepared separately.
This experiment sheds some light on the presence of artifacts or “ghost peaks” for this sample. While it is unwise to discount the presence of artifacts when applying DEER to a new protein system, it may also be ill-advised to write off a small peak as an artifact. Habc 84/102 has a small peak around 4 nm, which seems to be ubiquitous for this double mutant (Figure 8.9D and 8.13A and B). This peak falls at the same distance as Habc 77/102 (Figure 8.13B), and undoubtedly contributes to the area under the 77/102 peak. If one were examining any single distribution from Figure 8.13B without seeing the other traces, it would not be surprising for the data to be misinterpreted. This peak in the black trace could be designated 77/102, or could be considered an artifact in the dark gray trace. The proximity of these distances could also be interpreted as rotamers, especially for 75% 77/102 with 25% 84/102 (light blue), as the peaks are not fully resolved. The 73/102 with 84/102 mixture also reveals difficulty with peak interpretation. The small peak in 84/102 does not overlap the main peak in the 73/102 and 84/102 mixture (Figure 8.13A), but it does overlap a conserved shoulder on 73/102 (see Figure 8.9A). This shoulder was designated a rotamer, but could also be an artifact. Because the main peaks are so dominant for these mixtures, interference from additional smaller peaks does not hinder data interpretation. It is extremely important, however, to carefully distinguish rotamers and artifacts. The additional peak around 4 nm in Figure 8.13A may in fact be a real feature, as it is conserved for all samples containing either 73 or 84/102.

This project provided some additional insight into interpretation of tau DEER data which was not originally anticipated. Many comments from colleagues at research conferences indicated concern at peak assignments in the distance distributions of tau.
The background subtracted raw data (Figure 8.15A and B) shows that the echo modulation does not complete a full cycle within the acquisition window used. Longer frequency oscillations correspond to longer distances, and the longest distance within the distribution is around 4.8 nm. In Chapter 7, stirring was shown to enrich the long-distance populations, the background-subtracted raw data for which is shown in Figure 8.15A (zero seeding steps). Five seeding steps corresponds to conditions under which the peak at 4.8 nm is present, along with shorter distance peaks, and the Tikhonov fitting clearly shows a mixture of frequencies compared to zero seeding steps. The tau peak at 4.8 nm is similar to the distance measured for syntaxin 73/102 (4.7 nm), which matched well to the expected distance of 4.4 nm. The background subtracted raw data causing this peak for both tau and syntaxin are compared in Figure 8.15B. The Tikhonov fitting in red is very similar, and the incomplete frequency oscillation has very similar relative amplitude. Using syntaxin as a standard for this type of data interpretation provides evidence that the 4.8 nm peak in tau presented throughout Chapter 7 is not an artifact, and that information on conformational changes involving this peak can be accurately assigned with confidence. It remains important to not over interpret DEER data from a non-ideal protein, but the use of syntaxin as a model system has contributed to accurate interpretation of the tau data presented in this dissertation.
**Figure 8.15.** Comparison of background-subtracted DEER data (black) for tau (A) and Habc (Syn, B) with Tikhonov fit function in red. Tau formed with 0 seeding steps gives a single distance at 4.8 nm and 100% Habc (Syn) 73/102 gives a single distance at 4.7 nm. Tau with five seeding steps gives roughly three distances at 3.2, 3.7, and 4.8 nm, and 50:50 Habc 73:84 includes 3.2 and 4.7 nm. The red traces are very similar for tau compared to the Habc domain of syntaxin.

### 8.3.4 Conclusions

*DEER enhancement using paramagnetic metal.* The SNR of DEER has been a fundamental concern for EPR spectroscopists. The nature of the method requires collection of data at the limit of the spin echo signal. A number of techniques have been
developed with the aim of improving SNR, but almost all of them require additional
instrument capabilities or application of new analysis software. The aim of this project
was to develop an improvement that could be implemented for any protein system and
would not require upgrades to hardware, software, or analysis programs. Addition of a
paramagnetic metal decreased acquisition time by shortening $T_1$ and, when complexed,
did not alter protein structure. However, optimization of both the metal used and the
concentration was challenging.

Many experiments were performed by Priyanka Aggarwal on the impact of
various metals and metal complexes on nitroxide $T_1$. Weighing the beneficial decrease
in $T_1$ with the detrimental decrease in $T_2$, it was concluded that 5-10 mM Er-DTPA
would provide the best improvement in SNR. This concentration range did not improve
SNR of the DEER experiment, however. The initial experiments using Dy-DTPA
showed similar promise, so DEER was repeated using this metal complex, and some
improvement in SNR was seen. The predicted improvement was $\sim 4X$ SNR without
metal, and only $\sim 2X$ better SNR was observed. After a number of additional
experiments, Er-DTPA was found to be a weak choice for DEER, although it showed
the most promise for free nitroxide. Dy-DTPA consistently gave improved or similar
SNR to protein without metal added. The discrepancy could be caused by preferential
binding of the partially-complexed metal to a section of the Habc domain of syntaxin.
It was obvious that the free metal attached to tau, changing the conformation, but when
partially attached to Habc on the surface, the distance distribution is not disrupted (see
Figures 8.10-8.12). Additional experiments are required to prove interaction between
the protein and the metal complex. In general, however, SNR was improved slightly
using this method. Data could be collected in around half the time as the protein without metal to achieve the same spectrum. This method has the potential of shortening acquisition time from as long as one week down to four days.

Separation of multiple distances. Utilization of DEER to examine differences in tau fibril structure have demonstrated the value of this technique for examining mixtures of fibrils, a quality unmatched by other methods. A degree of hesitation concerning the validity of these findings is anticipated when studying a new protein system by a relatively new technique. It was important to reiterate the findings, therefore, using a model system like the Habc domain of syntaxin. This study showed that DEER is capable of separating mixed distances as little as 0.8 nm apart. This distance may be decreased further for a system in which the spin label is more immobilized or has fewer rotamers populated. The broadness of peaks for Habc compared to tau is probably due to the increased mobility of spin labels on the surface of a protein in solution compared to spin labels buried within solid tau fibrils. Even at 80 K, molecular motions are large enough to contribute to peak broadening. Proper peak separation depends on SNR of the raw data, and the algorithm involved in Tikhonov regularization must be able to distinguish between different frequencies in the raw data. For the Habc domain, SNR is quite high, and the differences in frequency can be seen visually (see Figure 8.14). For samples with lower SNR, a model system like the Habc domain of syntaxin can help visualize the presence of multiple peaks. For some samples, it may be possible to prepare a model with the distances commonly found in the unknown. Both the distance distributions and the trace of the Tikhonov fitting could then be compared for the standard and unknown, as in Figure 8.15. Performing
this type of check lends additional validity to DEER results and maintains confidence in the accuracy of the method.

8.4 T4 Lysozyme

8.4.1 Introduction

T4 Lysozyme (T4L) is an enzyme that degrades bacterial cell walls, allowing a bacterial virus (bacteriophage T4) to inject genetic material into the cell. T4L shares several characteristics with the better known lysozyme extracted from hen egg white, including relatively small size and ability to cleave \( \beta (1\rightarrow4) \) glycosidic bonds. Structurally, they are similar enough to have convergent evolutionary roots, but the primary sequences are extremely different [260]. Brian Matthews studied the structure of T4L extensively by X-ray crystallography, contributing hundreds of structures to the PDB [261-263]. Because the structure has been thoroughly characterized, T4L has been utilized as a standard protein for evaluating enhancement of EPR techniques [250, 264, 265] and has provided an excellent tool for studying protein dynamics and interactions using EPR [266-268]. For similar reasons, T4L was chosen for this study, in which DEER is performed using a spirocyclohexyl spin label with increased \( T_2 \). The purpose of this study was to investigate the effect of increasing \( T_2 \) of the spin label on the acquisition window to use DEER for longer distances and at higher temperature.

8.4.2 Materials and Methods

Sample preparation. DEER measurements were performed on T4L spin-labeled at positions 61/135 (72 \( \mu \)M), 65/135 (85 \( \mu \)M), and 65/80 (130 \( \mu \)M). These samples were provided by Prof. Hassane Mchaourab at Vanderbilt University, where they were spin-labeled by incubating the protein at room temperature for two hours with a five-fold
molar excess of the spirocyclohexyl spin label (Figure 8.1) synthesized by Prof. Andrej Rajca at the University of Nebraska, Lincoln. For measurements at liquid N\textsubscript{2} temperatures, the samples were in a 24\% glycerol solution with buffer (9 mM 3-(N-morpholino)propanesulfonic acid (MOPS), 6 mM tris(hydroxymethyl)aminomethane (Tris), 50 mM NaCl, 0.02 \% azide, and 0.1 mM EDTA at pH 7.2). Samples were contained in 1.6 mm o.d. quartz EPR tubes.

To perform DEER at room temperature, the spin-labeled protein had to be immobilized. This was achieved through drying. To separate spins and avoid interfering dipolar contacts, a 10-fold excess by weight of hen egg white lysozyme (Sigma) was added to the 65/80 T4L in buffer. The structural similarities mentioned previously ensured there would not be detrimental interactions between the two proteins. The mixture was combined with 0.2 M trehalose (Tokyo Chemical) and left to dry in the dark on a watchglass. As the sample dried, trehalose replaced the hydrogen bonds that the protein lost with water [269, 270]. The resulting crystalline residue was scraped into an EPR tube and was further dried by evacuation for \~48 hours.

**EPR spectroscopy.** EPR data were collected at Q-band (34 GHz) on the Bruker E580 system between 80-160 K and also at room temperature (\~298 K). T\textsubscript{2} and T\textsubscript{1} were determined by spin echo decay and inversion recovery, respectively. T\textsubscript{2} provides a quantitative measure of the available DEER acquisition window. The SRT used for DEER measurements was calculated as 1.2 X T\textsubscript{1}. The long component of T\textsubscript{1} fit to a double exponential function was used for this calculation. Prior to each DEER measurement, a field-swept echo-detected spectrum was recorded to determine the position of the maximum echo height. Several parameters for 80-160 K measurements
differed from those used for DEER of tau at 80 K. The observer pulse was varied to maximize echo intensity, and was typically set to $\pi/2 \sim 40 \text{ ns}$. The pump pulse was constant at $\pi = 40 \text{ ns}$. The echo was monitored using a gate equal to the echo width at FWHM centered on the echo. Other parameters were constant for all low-temperature DEER measurements: $d_1 = 200 \text{ ns}$, $d_2 = 4000 \text{ ns}$, $d_3 = 100 \text{ ns}$, $dx = 8 \text{ ns}$, 507 points, 500 shots/point. 8-step phase cycling was used to remove unwanted echoes.

Room temperature DEER was performed on the T4L labeled at 65/80. Spectrometer settings were similar to those used at lower temperatures. The shape of the echo decay at room temperature is different from that at 80 K; whereas a single exponential function fits well at 298 K, a stretched exponential fits best at 80 K. With these fitting parameters, the $T_2$ for the dried sample decreased from 3.6 $\mu$s at 80 K to 920 ns at 298 K. As a consequence, the acquisition window (set by $d_2$) was decreased from 4 $\mu$s to 1.5 $\mu$s. $T_1$ was also dramatically shorter at room temperature, allowing the SRT to be reduced from 1500 $\mu$s at 80 K to 50 $\mu$s at 298 K. Bruker SpecJet II was used to achieve this rapid repetition rate. In addition to adjustments to parameters based on relaxation, the maximum DEER echo was achieved at $\pi/2$ observer pulse of 52 ns. The step size, $dx$, was decreased to 4 ns to allow collection of 390 points. All other parameters are the same as above.

Data analysis. Data were evaluated using DEERAnalysis2011. The background was subtracted using 3D homogenous background subtraction. The starting point for subtraction was chosen based on the shape of the Pake pattern (Figure 8.16B and D). Dipolar evolution curves were fit using Tikhonov regularization, with $\alpha = 1000$ for all samples except T4L 65/80 studied at low temperature. For DEER measurements
at 80 and 160 K for T4L 65/80, the L-curve intersection was best described by $\alpha = 100$, so this value was used instead of 1000. The background subtractions and Pake patterns were similar for 61/135 and 65/135 at 80 and 160 K (Figure 8.16). For 65/80 at 80 and 160 K, the Pake pattern suggests the presence of additional background in the spectrum, probably caused by use of an unnecessarily long time window. Changes to the background model did not significantly alter the Pake pattern for T4L 65/80.

![Graphs of background subtraction and Pake patterns for T4L spin-labeled at positions 61/135, 65/135, and 65/80.]

**Figure 8.16.** Background subtraction and Pake patterns for T4L spin-labeled at positions 61/135, 65/135, and 65/80. DEER was performed at both 80 and 160 K. The backgrounds of the raw data (black, A and C) were fit using 3D homogeneous subtraction (red, A and C). The shape of the Pake pattern (black, B and D) served as a guide for the start of background subtraction. The fit line on the Pake pattern (red, B and D) corresponds to the Tikhonov fit to the background-subtracted data.
8.4.3 Results and Discussion

*Increased acquisition window.* Variable-temperature relaxation measurements were conducted from 80-160 K to compare the relative decrease in $T_2$ with that of $T_1$ (Table 8.4).

<table>
<thead>
<tr>
<th>Temp (K)</th>
<th>$T_2$ (μs)</th>
<th>$T_1$ (μs)</th>
<th>$T_2$ (μs)</th>
<th>$T_1$ (μs)</th>
<th>$T_2$ (μs)</th>
<th>$T_1$ (μs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>80</td>
<td>4.0 (1.8)</td>
<td>1700</td>
<td>4.1 (2.0)</td>
<td>1600</td>
<td>4.1 (2.1)</td>
<td>1600</td>
</tr>
<tr>
<td>100</td>
<td>4.0 (1.9)</td>
<td>900</td>
<td>4.0 (1.9)</td>
<td>950</td>
<td>4.0 (2.0)</td>
<td>1000</td>
</tr>
<tr>
<td>120</td>
<td>3.7 (1.7)</td>
<td>620</td>
<td>3.8 (1.8)</td>
<td>520</td>
<td>3.9 (1.9)</td>
<td>570</td>
</tr>
<tr>
<td>140</td>
<td>3.4 (1.5)</td>
<td>400</td>
<td>3.7 (1.7)</td>
<td>330</td>
<td>3.7 (1.8)</td>
<td>400</td>
</tr>
<tr>
<td>160</td>
<td>3.1 (1.4)</td>
<td>260</td>
<td>3.5 (1.7)</td>
<td>190</td>
<td>3.3 (1.7)</td>
<td>280</td>
</tr>
</tbody>
</table>

*Table 8.4.* Values of $T_2$ and $T_1$ for the T4L samples studied at low temperature. $T_2$ spectra were fit to stretched exponential functions, and the stretch factor is shown in parentheses. $T_1$ values are reported as the long component of fitting to double exponential functions.

The preservation of $T_2$ and decrease in $T_1$ allowed faster repetition rates (SRT) at higher temperature with minimal impact on echo intensity for DEER. The DEER experiments were repeated at 160 K and compared to 80 K DEER. Total acquisition time was kept constant at both temperatures: 70 hours for T4L 61/135, 40 hours for 65/135, and 44 hours for 65/80. The number of averages collected in these acquisition times are shown in Figure 8.17. The slight difference in SNR of the raw data is attributed to the tradeoff between averaging more scans at 160 K than 80 K with the decrease in Boltzmann distribution, which is approximately a factor of two from 80-160 K.
nominally decreased SNR, the same baseline was achieved at higher temperature resulting in an equivalent distance distribution for all three samples (Figure 8.17). It is important to note that the distances measured in the Eaton lab are similar to the previously reported distances measured in the Mchaourab lab (4.7 nm for 61/135, 4.6 nm for 65/135, and 3.0 nm for 65/80) [271]. 65/135 was slightly short, around 4.1 nm (Figure 8.17C), but this did not interfere with evaluation of the improvement in $T_2$ via the spirocyclohexyl spin label. The 4 μs window is beneficial to studying longer distances, which is the case for T4L 61/135 and 65/135. For T4L 65/80, the spin labels are close enough that a shorter time window can be used. The proximity of the spin labels provides well-defined oscillations in the 4 μs window.
Figure 8.17. Background-subtracted DEER data (black, A and B) with Tikhonov fitting (red) for T4L spin-labeled at different positions. For 61/135 and 65/135, a Tikhonov parameter of $\alpha = 1000$ was used, and for 65/80, $\alpha = 100$ was used. For all samples, the distance distributions at 80 K (black, C) and 160 K (gray, C) were the same.

DEER at room temperature. A central limitation to performing room-temperature DEER is the very rapid $T_2$ relaxation that consequently shortens the available acquisition window with which to collect dipolar evolution. A spin label designed without strongly-coupled methyl groups removes a large contribution to $T_2$ relaxation. Using the spirocyclohexyl spin label, $T_2$ increased such that the echo remained present at a reasonable window with which to collect DEER data. The spectrum was collected in 3 days. The fast repetition rate allowed acquisition of 2900
scans during this time period. The background subtraction and Pake pattern (Figure 8.18) are comparable to DEER collected at low temperature (Figure 8.16). The calculated distance matched well with the frozen solution spectrum obtained at 80 K.

**Figure 8.18.** Raw data (A, black) with background subtraction (A, red) for T4L measured by DEER at room temperature. The Pake pattern (B, black) is similar to the other samples studied. The background subtracted raw data (C, black) was fit with Tikhonov regularization (B and C, red) using $\alpha = 1000$. The distance distribution (D) matches the protein in frozen solution (Figure 8.17C for 65/80).

*Improved SNR.* Creating a spin label with increased $T_2$ provides an excellent tool for studying distances longer than 5 nm using DEER. As shown for T4L, the ability to measure distances this long is not always necessary. For this kind of sample, using the spirocyclohexyl spin label is still beneficial because the echo amplitude at the required time window is greatly enhanced over MTSL. Figure 8.19 shows the SNR for the T4L 65/80 in 24% glycerol collected at 80 K. The time window was $d_2 = 1.5 \mu s$
instead of 4 μs, which was used for Figure 8.17. The dipolar evolution curve was collected with excellent SNR in only 3.5 hours.

![Graphs](image.png)

**Figure 8.19.** Background-subtracted raw data for T4L 65/80 in 24% glycerol at 80 K (A) and distance distributions obtained at two different acquisition windows (B). The spectrum in (A) was collected in only 4 scans with total acquisition time ~ 3.5 hours. The distance distribution from this signal (B, black) matched perfectly to the longer time window (B, yellow) for which the SNR is considerably worse (see Figure 8.17A, last row).

### 8.4.4 Conclusions

The initial goal of this project was to show that utilization of a known nitroxide synthesized to have long T₂ would benefit DEER measurements in the areas of SNR and probing longer distances. The achievable time window, which corresponds to a reasonable echo signal, was 4 μs, 1.6 μs longer than that used for tau in Chapter 7. A time window of 5 μs was also achieved (data not shown), but required extensive signal averaging.

It became evident after initial measurements that performing DEER higher than 80 K with little detriment to SNR was easily achievable (160 K) with the
spirocyclohexyl spin label. DEER measurements at 160 K using methyl-containing nitroxide spin labels is not possible due to greatly decreased T$_2$ from methyl rotation [16]. At even higher temperature, molecular motions begin to average out the DEER signal. Several techniques were attempted to dry the protein sample for immobilized spin labels. The ability to immobilize the spin labels was monitored by room temperature CW EPR (Figure 8.20). Using 100% spin-labeled protein without addition of unlabeled counterpart brought neighboring spins too close, diminishing the DEER interaction. Following sample preparation using only 10% labeled protein, the lineshape of the CW spectrum looked similar but with decreased amplitude, as expected.

![Figure 8.20](image.png)

**Figure 8.20.** CW spectra of T4L with and without 10-fold dilution by hen egg white lysozyme. The undiluted sample (black) has strong dipolar contacts, although peak shapes are similar. Traces are the average of 20 scans using 2048 points, 100 kHz modulation frequency, 0.5 G modulation amplitude, and 20 mW power.

This example may be the first recorded DEER measurement on a protein at room temperature. Prior studies have found distances by CW EPR at room temperature [272], and DEER is easily performed at room temperature for rigid bi- or triradicals [273]. The method by which T4L was dried for this study used trehalose to replace hydrogen
bonding with water, but lyophilization may also be performed to dry a protein sample without disturbing structural contacts. The DEER provided a test to see whether the distance obtained for the dried sample matched the protein in solution collected at 80 K, which was true for this sample. The spirocyclohexyl spin label provides not only a means to room temperature DEER measurement, but also DEER at 160 K, which relinquished little in SNR but consumed significantly less liquid N₂ than measurements at 80 K. Widespread use of a spin label with these characteristics would greatly impact the quality of DEER data in the future.
Chapter 9: Cyclic Amplification of Tau Fibrils

All of the projects presented up to this point have involved analysis using EPR. The Margittai lab has been instrumental in describing seeding properties of tau fibrils, including the ability of 3R and 4R tau to form both independent and mixed fibrils [274], the asymmetric seeding barrier between 3R and 4R tau [209] and the variation in accessible conformations for 3R and 4R fibrils [194]. This chapter is a continuation of the study of tau seeding properties, with an emphasis on the mechanism of fibril propagation and spreading. The unique seeding properties of tau were exploited for the development of a refined assay for sensitive detection of tau fibrils.

9.1 Introduction

Tau fibrils spread through a self-propagating, prion-like mechanism [275, 276]; the natively-unfolded monomer is recruited onto fibril templates forming highly-ordered aggregates. The unique mechanism of prion proliferation stimulated the development of protein misfolding cyclic amplification (PMCA) [277], a technique used to amplify small amounts of misfolded prion to measurable quantities. PMCA is similar to the polymerase chain reaction (PCR) for DNA, cycling between different environments to achieve maximal amplification of misfolded protein aggregates. The first step in PMCA involves mixing a minimal amount of preformed aggregate (fibrils) with monomer. The mixture is sonicated to break the fibrils into multiple fragments/seeds. During a period of incubation at 37 °C, monomer grows onto the ends
of the seeds, elongating the fibrils. Fibrils are again sonicated for breakage. This process is summarized in Figure 9.1. Alternating between periods of sonication and incubation continues over many cycles until the desired protein amplification is achieved. This technique has been successfully utilized for a variety of applications to prion proteins, including \textit{in vitro} generation of infectious prions \cite{278-280}, transmissibility \cite{281} and species barrier studies \cite{282, 283}, and diagnostic screening of prions from blood \cite{284}. Motivated by the similarities between prions and tau, PMCA was adapted for amplification of tau fibrils in a manner similar to that of misfolded prion strains.

\textbf{Figure 9.1.} Schematic showing the cycling between sonication and incubation in PMCA. Fibrils are introduced as seeds to tau monomer. Monomer is given time to grow onto the seeds, elongating the fibrils, which are again broken, restarting the cycle.
9.2 Methods

9.2.1 Protein Preparation

Four types of tau were used in this study; truncated forms K18 and K19 were described in Section 7.3. Full-length constructs htau40 and htau23 were similarly cloned into pET28b at NcoI/XhoI cleavage sites, and native cysteines replaced by serines (Ayisha Siddiqua). For application to DEER, removal of cysteines prevented unwanted spin labeling. Removal of cysteines here prevents intermolecular disulfide bonds, which have been postulated as the first step in aggregation [285]. Expression and purification were carried out in the same manner as K18 and K19, with the exception of final precipitation in a two-fold volumetric excess of methanol instead of a three-fold volumetric excess of acetone.

9.2.2 Equipment and Experimental Design for PMCA

Sonication cycles were achieved using a bath sonicator in which a water-filled microplate horn (#431MPX, QSonica) was coupled to an ultrasonic processor (Q700, QSonica). A single PMCA cycle consisted of five second sonication pulses at 5% total power. Sonication using 10% total power initiated spontaneous fibril growth in earlier cycles than 5% total power. The water temperature was held constant at 37 °C using a recirculating chiller for the incubation cycles which were 30 minutes. Incubation at 37 °C for one hour did not significantly alter fibril growth but required twice as much time for a single experiment. Various methods of sample containment were attempted; experiments with floating 1.5 mL Eppendorf vials showed that the samples sustained a heavy sonication force, resulting in spontaneous monomer nucleation without addition of seeds. For straightforward fluorescence measurement, the samples were instead
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contained within Nunclon 96-well plates (Thermo Scientific) which were covered with BioDot Microplate sealing tape (Dot Scientific). Thioflavin T (ThT, Sigma, Figure 9.2 insert), which binds strongly to tau fibrils but not to tau monomer, was used as the fluorescent indicator of fibril growth. Each well in the microplate corresponded to an individual experiment. The following were added to each well: 10 μM tau monomer (htau40 or htau23), 40 μM heparin, 5 μM ThT, appropriate concentration of seeds, and additional buffer (100 mM NaCl, 10 mM HEPES, pH 7.4) to make the total sample volume 200 μL.

Control wells were run alongside each experiment; a monomer control contained all components except seeds to show that aggregation of the reaction wells occurred through PMCA, not through spontaneous nucleation. A ThT-only control was also run to determine the background fluorescent signal of the dye. This background was then subtracted from the experimental signal. A 4:1 protein:heparin ratio was used, as it was found that 2:1 is not as efficient, and 10:1 actually suppresses aggregation in all wells. Seeds were formed from K18 and K19 by stirring 25 μM monomer with 12.5 μM heparin for three days at room temperature. Htau40 and htau23 were formed analogously, but stirred for six days, as fibril growth is slower for full-length tau. All microplate experiments involved diluting the initial seeds, which was done using buffer and 40 μM heparin to ensure fibrils remained intact. Seeds were added to reactions prior to incubation or PMCA sequence and are present according to the molar percentage of seed per monomeric tau, which is 10 μM for all experiments.

Buoyant bulbs were attached to either side of the microplates to prevent sinking into the sonicator bath. Heating to 37 °C caused condensation droplets on the sealing
tape, so following PMCA cycling, the plate was inverted and then centrifuged at 1,650 X g for two minutes. Fluorescence was immediately measured using a Tecan Infinite M1000 microplate reader. ThT was excited at 440 nm and spectra were collected by scanning emission from 450 – 530 nm in 5 nm steps. For accurate comparison, the gain and z-position of the plate within the reader were kept constant. The degree of tau aggregation was monitored by the emission maximum for ThT at 480 nm. In the bar graphs that follow, error bars were calculated using standard error of the mean (SEM) from multiple wells prepared to test the same experimental parameters.

In addition to ThT as a fluorescent readout, fibrils were sedimented and analyzed on an SDS-PAGE gel with Coomassie staining. Experiments were performed in multiplet by preparing several microplate wells with the same components. These wells were then pooled and centrifuged at 100,000 X g for 30 minutes at 10 °C and washed with 1 ml fresh buffer. Pellets were dissolved in SDS and visualized on the gel.

Using the techniques outlined here, htau40 could undergo ~60 cycles before spontaneous aggregation, as indicated by control experiments in which fibril seeds were excluded. Htau23, which grew less efficiently than htau40, could undergo ~80 cycles before spontaneous aggregation. Unique experiments will be described alongside the results.

9.2.3 Negative Stain Transmission Electron Microscopy

Fibrils of htau40 seeded onto K18 and htau40, and htau23 seeded onto K19 and htau23 were amplified over 40 PMCA cycles. These were transferred onto EM grids and analyzed as described in Section 7.3.10.
9.3 Results and Discussion

9.3.1 PMCA Amplifies Tau Fibrils

The advantage of PMCA lies in amplification of minute quantities of initial aggregates. It was likewise important to demonstrate that the degree of tau fibril growth correlates to the initial seed concentration. Truncated tau (K18 and K19) was used to seed full-length tau (htau40 and htau23). Tau monomer was mixed with varying seed concentrations, along with heparin cofactor, and incubated at 37 °C. Fibril elongation continued for six hours (htau40) or 10 hours (htau23) without additional sonication. ThT displayed decreasing fluorescence consistent with the decrease in seed concentration for both htau40 on K18 (data not shown; collected by Paul Dinkel) and htau23 on K19 (Figure 9.2). Importantly, incubation of monomer without addition of seeds showed no spontaneous fibril growth.
Figure 9.2. Degree of fibril growth with 10 hours of 37 °C incubation for htau23 grown onto varying amounts of K19 seeds. Fluorescence was monitored using ThT (insert), a dye that binds to β-sheet rich amyloids. 0% initial seeds refers to a control containing only tau monomer and heparin cofactor.

At the lowest seed concentration in Figure 9.2, 0.1%, fibril elongation is extremely inefficient. It was next examined whether inclusion of intermittent sonication steps during incubation would amplify fibrils at this seed concentration. PMCA was monitored by ThT fluorescence over 10 cycles for htau40 on K18 seeds and over 16 cycles for htau23 on K19 seeds. Amplification was monitored every two and four cycles for htau40 and htau23, respectively. ThT fluorescence steadily increased with additional PMCA cycles (Figures 9.3A and B). The amplified fibrils were sedimented by ultracentrifugation and visualized on an SDS-PAGE gel (Figures 9.3C and D). The gel corroborates the ThT results showing consistent amplification with increasing
cycles. For htau23, the total eight hour incubation time for 16 PMCA cycles demonstrated fibril amplification onto 0.1% seeds compared to 10 hour incubation following a single sonication step from Figure 9.2. Similar results were seen for amplification of htau40 over five hours from 10 PMCA cycles compared to six hours of incubation only.

Figure 9.3. PMCA monitored over several cycles for htau23 on K19 seeds (A, C) and htau40 on K18 seeds (B, D). ThT fluorescence shows a steady increase in the degree of amplification for both constructs (A, B). Fibril growth was confirmed by sedimentation and a subsequent SDS-PAGE gel (C, D). Subtraction of the background ThT signal shows no amplification of the monomer alone, although there is a small signal from cycle 0, corresponding to binding of ThT to the initial seeds.

Results to this point show that PMCA successfully amplifies 0.1% initial fibrils for both htau23 and htau40, whereas incubation alone is insufficient to promote fibril elongation at this concentration. It was consistently observed that htau23 requires additional PMCA cycles to achieve the ThT fluorescence intensities seen for htau40 fibrils. Decreased efficiency of htau23 fibril growth is expected based on prior studies.
Additionally, the variability seen for htau23 was greater than that of htau40, resulting in larger error bars for this construct (Figure 9.3A). In both Figure 9.3A and B, a small signal is seen for the zero cycles sample, which is attributed to initial interaction between ThT and the added seeds. The gels show that the signal for zero cycles is negligible, and the slight staining is caused by sedimentation of the initial seeds in addition to attachment of tau monomer to the walls of the centrifuge tubes.

9.3.2 Detection of Minute Quantities of Initial Fibrils

PMCA shows significant enhancement in fibril concentration over incubation alone for 0.1% initial seeds. The seeds were further diluted to characterize the sensitivity of this technique. Monomer was added to seeds ranging from 0.1% to 0.00001% of the monomer concentration, and 40 cycles of PMCA were applied. Amplification using htau40 on K18 seeds decreases proportionally with seed concentration, as expected (experiment performed by Paul Dinkel). Importantly, neither monomer nor seeds alone gave increased ThT signal after 40 cycles. The degrees of amplification for different seed concentrations were almost identical for htau40 grown onto both K18 initial seeds and htau40 initial seeds, reiterating the similar seeding properties of the full length and truncated constructs. K19 and htau23 seeds could also be diluted, but not to the same extent. This is expected, as we have observed that seeding is not as efficient for htau23. The lowest seed concentration that resulted in amplification over 40 cycles using htau23 was 0.001% K19 (Figure 9.4). This was also the lowest amplifiable concentration of htau23 seeds (experiment performed by Paul Dinkel).
Figure 9.4. Amplification of minute quantities of K19 seeds with htau23 monomer. Seeds diluted 10,000-fold achieved amplification using PMCA. Seeds could be diluted more than 1,000,000-fold using htau40 (data not shown).

To ensure that fibrillar structure was the source of increased ThT fluorescence, fibrils grown from 0.1% seeds following 40 PMCA cycles were visualized by EM (Figure 9.5). Fibrillar structure was clear for all fibrils formed from PMCA.
Figure 9.5. EM images of 0.1% initial seeds amplified over 40 PMCA cycles. Htau23 was grown onto K19 (A) and htau23 (B) seeds, and htau40 was grown onto K18 (C) and htau40 (D) seeds. Bar = 0.5 μm.

PMCA has been shown to be a highly sensitive technique for the amplification of prion protein, and the results presented here demonstrate that a high degree of sensitivity can also be achieved for amplification of tau fibrils. The lowest seed concentration amplified in Figure 9.6 corresponds to 1 pM tau monomer. The sensitivity of PMCA for prion detection has been reported in a variety of ways; the earliest paper claimed detection of ~10 pg infectious (aggregated) prion [277], while the number of monomers necessary to carry out PMCA has been predicted to be ~7 [279]. Detection of prions from the body are reported at 20 fg/mL in blood [284] and 5 fg/mL
in urine [286] compared to 1 fg/mL from brain tissue directly [287]. One of the difficulties in comparison of tau with prion sensitivities is variation in extraction protocol. Whereas many of the prion values are based on initial extraction of highly-stable infectious prion, the tau models presented here were performed from initial seeds formed \textit{in vitro} from recombinant protein. Tau fibrils are at equilibrium with monomer in solution, and it is expected that dilution of these fibrils will shift the equilibrium toward monomer during experiment preparation. The method, therefore, may require additional optimization. These experiments are nonetheless the first reported successful application of PMCA to tau.

\textbf{9.3.3 Impact of Experimental Parameters on Fibril Growth}

A number of additional PMCA experiments were performed to better understand the parameters necessary for optimum fibril growth. In addition to heparin, polyglutamate and RNA have also been used as cofactors to grow tau fibrils [288]. PMCA was successful using polyglutamate as a cofactor, but RNA binds strongly to ThT, enhancing fluorescence beyond a level expected from binding to fibrils. As a result, RNA could be used as a cofactor for tau PMCA, but ThT could not be used to monitor fibril growth.

Monomer concentration was varied from as low as 0.5 \(\mu\)M up to 20 \(\mu\)M, and the extent of fibril amplification varied in accordance to the amount of monomer used. 0.5 \(\mu\)M monomer did not show significant fibril amplification, while 20 \(\mu\)M did not provide substantial advantage over 10 \(\mu\)M. 10 \(\mu\)M was therefore chosen as the final monomer concentration, as it also consistently showed no spontaneous aggregation following 40 PMCA cycles, and it did not require using a large amount of material.
PMCA performed on brain tissue would require addition of detergent, such as Triton X-100, for cell lysis, and would be performed in the presence of other cellular components. Both 1% Triton X-100 and bacterial extract were added to wells, and neither the detergent nor the extract interfered with fibril growth. Several additional considerations when optimizing PMCA included measuring ThT fluorescence with and without the plate film intact, addition of ThT immediately before fluorescence measurements, and varying the time and intensity of sonication and incubation. Fluorescence readings taken with the film still attached decreased the intensity slightly, but it was determined to be very important to assure no sample leakage from neighboring wells. Adding ThT after PMCA as opposed to during the process resulted in decreased intensity. While not published, the experiments presented in this section were fundamental to development of the method.

9.4 Conclusions

Current efforts in the Margittai lab toward further development of PMCA for tau fibrils have focused on amplification of fibrils from diseased brain tissue. PMCA has already shown promise as a diagnostic tool for early detection of various prion diseases [289, 290]. The ability to amplify tau from brain tissue is the first step toward a similar application of PMCA for the detection of Alzheimer’s disease, frontotemporal dementia, or a number of other tauopathies. Prior studies have demonstrated the difficulty in pre-mortem diagnosis of these disorders based on cognitive decline and physiological changes [242], and diagnosis based on the presence of tau fibrils in cerebrospinal fluid could lead to more accurate diagnosis. The combination of PMCA-assisted detection with a recent procedure describing the visualization of tau fibrils
through *in vivo* imaging [291] could provide a powerful strategy for early detection of neurodegenerative disease in the future.
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Appendix A: Site-directed Mutagenesis QuikChange Protocol


Materials:
- 10X reaction buffer: 100 mM KCl, 100 mM \((\text{NH}_4)_2\text{SO}_4\), 200 mM Tris-HCl pH 8.8, 20 mM MgSO\(_4\), 1% Triton X-100, 1 mg/mL BSA
- dNTP mix: proprietary
- PFU ultra DNA polymerase, 2.5 U/μL
- DpnI restriction enzyme, 10 U/μL
- XL1-Blue supercompetent \(E. \text{coli}\)
- EB buffer: 10 mM Tris-HCl pH 8.5
- Xho1 and Nco1 restriction enzymes
- BL21 (DE3) competent \(E. \text{coli}\)

Protocol (QuickChange to protein expression):
1. 5 ng/μL plasmid DNA (K18 311/328, see Section 7.3.1) was added with 4 pM forward and reverse primers to master mix containing 10X reaction buffer, dNTP, and PFU ultra in a 200 μL PCR tube.

2. PCR was performed using a melting temperature of 95 °C for 30 seconds, an annealing temperature of 56 ± 2 °C for one minute, and an extension temperature of 68 °C for 12 minutes. Cycling was repeated 18 times.

3. 1 μL DpnI was added to the PCR product and incubated at 37 °C for two hours. This digests and eliminates the non-mutated original DNA.

4. Mutated DNA was transformed into XL1-Blue supercompetent cells.

5. Resulting colonies were amplified and the DNA collected using the Midiprep protocol (Appendix B).

6. 100 ± 20 μL EB buffer was added to the dried DNA and concentrations were found by absorption at 260 nm using the ratio 50 μg/mL = 1.0 a.u.

7. The insert containing the mutated protein sequence was isolated by incubating DNA with Xho1 and Nco1 restriction enzymes at 37 °C for one hour.

8. The resulting cleaved DNA was visualized on an agarose gel, and the MW of the inserts were checked for accuracy (see Figure 7.2).

9. Following sequence confirmation, mutated DNA was transformed into BL21 (DE3) competent cells for expression.
Appendix B: Midiprep Protocol


Materials:
- Buffer P1 (resuspension): 50 mM Tris-HCl pH 8.0, 10 mM EDTA, 100 μg/mL RNase A
- Buffer P2 (lysis): 200 mM NaOH, 1% SDS
- Buffer P3 (neutralization): 3.0 M KCH₃CO₂
- Buffer QBT (equilibration): 750 mM NaCl, 50 mM MOPS pH 7.0, 15% isopropanol, 0.15% Triton X-100
- Buffer QC (wash): 1.0 M NaCl, 50 mM MOPS pH 7.0, 15% isopropanol
- Buffer QF (elution): 1.25 M NaCl, 50 mM Tris-HCl pH 8.5, 15% isopropanol
- QIAGEN-tip column

Protocol:
1. A single colony of XL1-Blue E. coli containing the DNA of interest was grown under agitation for 16-17 hours at 37 °C in 50 mL LB medium containing 30 mg/mL kanamycin.

2. Bacterial cells were centrifuged at 6000 X g for 15 minutes at 4 °C, and the pellet was resuspended in 4 mL Buffer P1.

3. 4 mL Buffer P2 was added to resuspended pellet, mixed gently, and incubated at room temperature for five minutes.

4. 4 mL Buffer P3 was added and mixed thoroughly, followed by incubation on ice for 15 minutes.

5. Mixture was centrifuged at 20,000 X g for 30 minutes at 4 °C. Supernatant was centrifuged again for 15 minutes to ensure exclusion of pellet from column.

6. QIAGEN-tip column was equilibrated by addition of 4 mL Buffer QBT. Supernatant was applied to QIAGEN-tip column, which was then washed twice with 10 mL Buffer QC. DNA eluted from the column with 5 mL Buffer QF.

7. DNA precipitated through addition of 3.5 mL isopropanol. This was immediately centrifuged at 15,000 X g for 30 minutes at 4 °C. Pellet was washed with 1.8 mL 70% ethanol and transferred into a 2 mL Eppendorf vial. This was again centrifuged at 15,000 X g for 10 minutes at 4 °C.

8. Supernatant was discarded and pellet air dried fully before addition of EB buffer.
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Appendix C: BCA Assay Protocol


Materials:
- Reagent A: Na₂CO₃, NaHCO₃, bicinchoninic acid (BCA, C₂₀H₁₂N₂O₄), sodium tartrate (Na₂C₂H₄O₆) in 0.1 M NaOH
- Reagent B: 4% CuSO₄
- Albumin standard: 2 mg/mL in 0.9% saline, 0.05% NaN₃

Protocol:
1. Working reagent was prepared by mixing 18 mL Reagent A with 350 μL Reagent B. The color changes from blue to green due to complexation of the Cu²⁺.

2. A calibration curve was prepared with the Albumin standard (below).

3. 85 μL sample (standard curve and unknown(s)) was added to 1.8 mL working reagent. This mixture was incubated for 30 minutes at 37 °C. The observed color change is associated with reduction of Cu²⁺. Reduction is initiated through coordination of Cu²⁺ with the peptide backbone. Binding is proportional to the number of amino acids present, and the peptide must be at least 3 amino acids in length.

4. The color change was quantified by UV-Vis absorbance at 562 nm. The best fit to the calibration curve is used to calculate the concentration of unknown protein.

\[
\begin{align*}
    y &= 0.0008x + 0.1087 \\
    R^2 &= 0.9987
\end{align*}
\]

![Graph showing calibration curve with equation and R² value]
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