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Abstract

Electroencephalographic (EEG) signals of the human brains represent electrical activities for a number of channels recorded over a the scalp. The main purpose of this thesis is to investigate the interactions and causality of different parts of a brain using EEG signals recorded during a performance subjects of verbal fluency tasks. Subjects who have Parkinson’s Disease (PD) have difficulties with mental tasks, such as switching between one behavior task and another. The behavior tasks include phonemic fluency, semantic fluency, category semantic fluency and reading fluency. This method uses verbal generation skills, activating different Broca’s areas of the Brodmann’s areas (BA44 and BA45). Advanced signal processing techniques are used in order to determine the activated frequency bands in the granger causality for verbal fluency tasks. The graph learning technique for channel strength is used to characterize the complex graph of Granger causality. Also, the support vector machine (SVM) method is used for training a classifier between two subjects with PD and two healthy controls. Neural data from the study was recorded at the Colorado Neurological Institute (CNI). The study reveals significant difference between PD subjects and healthy controls in terms of brain connectivities in the Broca’s Area BA44 and BA45 corresponding to EEG electrodes. The results in this thesis also demonstrate the possibility to classify based on the flow of information and causality in the brain of verbal fluency tasks. These methods have the potential to be applied in the future to identify pathological information flow and causality of neurological diseases.
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Chapter 1

Introduction and Literature Review

1.1 Electroencephalographic Recordings

In 1875, Richard Caton measured and recorded electrical brain signals from an animal scalp [1], and the first study of human brain Electroencephalographic (EEG) signals was conducted by Hans Berger in 1920 [1]. EEG is a technique which is widely used to measure electric signals for brain activity [2]. Using EEG, the electrical activity of the brain is recorded by a number of metal electrodes, which are placed over the surface of a human scalp [3]. The placement of the metal electrodes is standardized by an international system called the 10/20 system [4]. They are placed with a fraction of distance in diameter of brain from front to back and from left to right, where they are separated by 10% or 20% [1]. An electrode label is a combination of a letter and a number where the letters refer to the brain areas, such as: T - Temporal lobe, F - Frontal lobe, C - Central lobe, P - Posterior lobe and O - Occipital Lobe [1]. However, even numbers are categorized to the right side of the brain, and the odd numbers refer to left side of the brain, respectively [1] as shown in Figure 1.1. In the last few decades, neuroscientists have been motivated to study causality of the brain; how one area affects another area of the brain during behavior tasks [2]. Connectivity analysis typically utilizes
EEG signals [5], however, interference in EEG measurements may cause difficulty in estimation of information flow in the brain [6]. Connectivity can result from electrical interference from different sources, internally or externally [7]. Internal interference can appear when a subject moves, e.g., in the action of blinking eyes or head movement. External interference can arise from the noise of power lines (50 or 60 Hz), electrodes, or cable movement [7]. An approach to removal of blinking eye interference is measuring the signal to noise ratio (SNR) between periods when the subject is instructed to blink and periods with no observed blinking [7]. Removing head movement interference has been proposed by placing an accelerometer subjects and applying an independent component analysis method to separate the artifacts of EEG signals which are related to heading movement [8].
1.2 EEG Frequency Bands

Brain activity generate waves that are mixed with many frequency levels up to 500 Hz [9]. There are five major frequency bands that are clinically interesting. They are denoted from low to high frequencies respectively as in Table. 1.1 [9].

<table>
<thead>
<tr>
<th>Delta Band</th>
<th>Theta Band</th>
<th>Alpha Band</th>
<th>Beta Band</th>
<th>Gamma Band</th>
</tr>
</thead>
<tbody>
<tr>
<td>Up to 3 Hz</td>
<td>4 - 7 Hz</td>
<td>8 - 12 Hz</td>
<td>13 - 32 Hz</td>
<td>33 - 45 Hz</td>
</tr>
</tbody>
</table>

Table 1.1: EEG frequency bands.

The delta band has the slowest wave in terms of frequency, which is lower than three hertz, and has the highest amplitude. This band appears in infants, children under the age of one, and in adults during deep sleep. Theta band also has slow waves which fall in the frequency band from four to seven hertz; these are usually seen in children [9]. The alpha band is the frequency band from 8 to 12 Hz, and it is usually seen in adults; this appears when an individual is in relaxation mode or has eyes closed. The waves occur on both sides of the brain but are mostly higher in amplitude for the non-dominant brain side [9]. The Beta band has a small amplitude and fast frequency, ranging from 13 Hz to 32 Hz; this band is seen in anxious patients or those with open eyes. Also, this band can appear on both sides with symmetrical distribution. The gamma band is the fastest frequency band for an EEG signal, and it falls in the range of 33 Hz to 45 Hz. It normally appears in short-term memory and matching of recognized sound tasks or sensations. Sensory Motor Rhythm (SMR) is a lower end of the beta band which falls between from 12 to 15 Hz. This is very important in relation to the sensory motor area. SMR appears in the motor area when the EEG signals are recorded; SMR may be reduced by moving the arm or leg [9]. Normal EEG signals in adults who are awake exist in the alpha band and beta band [9].
1.3 Brain connectivity

The relationships between different brain regions and the dynamics of brain interactions have been investigated in many research studies [10] by applying different effective connectivity for different types of brain recordings [10]. In earlier studies of activated motor areas for blood flow measurement when subjects perform simple or complex movement tasks, the areas of supplementary motor, lateral premotor, somatosensory, and cingulated motor areas were analyzed [11, 12, 13]. Functional Magnetic Resonance Imaging (fMRI) is widely used to detect activated brain areas and connectivity for brain areas. In the study of event-related coherence for the right and left sensorimotor areas between the contralateral sensorimotor for right finger movement, the dynamic interaction of separated regions is provided by event-related coherence [14]. The study of task-related coherence and task-related spectral power reveals the activity of cortical regions under the control of complex movement of eight right-handed subjects in the alpha and beta band frequencies [15]. There are two identified types of brain connectivity. The first is functional connectivity, which investigates the correlation of temporal or time courses between neurological events; the second is effective connectivity, which indicates the influence of one system on another [16, 17, 18]. Neuroscientists have been concerned with investigating the dynamic causal of directionality of information flow for modeling and multivariate autoregressive modeling [19, 20, 18]. Granger causality is an important technique to explore dynamic causal relationships for two-time series [17]. The application is done for motor fatigue, which reveals that fatigue reduces brain connectivity in the motor area [21]. In the beta frequency band (14-30 Hz), the sensorimotor area is widely observed for human brains and non-human brains [22]. The beta band’s relationship to the post central area and motor cortex are still poorly understood.
1.4 Granger Causality in Brain Analysis

One of the methods used to analyze multichannel EEG data sets is the Granger causality concept, which was first introduced by Clive Granger [23]. The Granger causality method is used to examine the connectivity for multivariate autoregressive models [24, 25] and has been performed for EEG recordings in [26, 27, 18]. Multivariate Granger causality is also adapted for fMRI and applies the graph concepts to investigate the temporal dynamics and brain causality [28]. By comparing Granger causality with dynamic causal modeling, fMRI data find that the causality uses the temporal priority as a directed causality measure (DCM), however, the DCM is disrupted on the network [28]. The Granger causality is used with healthy patients for emotion cognitive in the gamma band (30-50 Hz) demonstrates that negative emotion face has larger causality than a face with positive emotions [29]. By applying independent component analysis and Granger causality for EEG of emotional states, the "network of brain" concept classifies the brain based on the causal connectivity brain network [30]. Using Granger causality analysis and graph theory for patients with Parkinson’s disease in comparison to a control group of resting state-fMRI, researchers found that information flow of PD patients have less connectivity than the healthy control [31].

1.5 Parkinsons Disease

Tens of millions of people suffer from Parkinson’s disease worldwide, and this number is increasing as the elderly population is growing [32]. PD patients suffer from progressive neurological disorders and difficulties, suchlike shaking and slowness of movement [31]. In earlier studies, the brain activity of Parkinson’s disease has been investigated in both cortical and sub-cortical regions [33, 34]. EEG and MEG recordings of PD patients in the basal ganglia have shown a relationship between
electrical activity and pathological changes \[35, 36, 37\]. EEG results indicate higher abnormalities for PD than normal patients \[38\] when there is alteration of the cortical basal ganglia due to Parkinson’s disease \[39\]. Neuroscientists and researchers are interested in pattern models that can determine the neural oscillations for PD patients \[40\]. Recent studies suggest that the most dominant frequency bands for sensorimotor areas are the alpha (8-12 Hz) and low beta (13-20 Hz) in people with movement disorder \[41, 42, 43, 44\]. An increase of oscillations and inter-regional coherence in the beta band (13-30 Hz) is due to the loss of dopamine in Parkinson’s disease patients \[42\]. It is found that the loss of dopamine affects brain connectivity and networks \[45\]. One of the standard treatments of PD is a dopamine pro-drug, Levodopa; however, long term usage (five to ten years) of this drug results in motor complication for 80% of PD patients \[32\]. For the EEG power spectral analysis, delta and theta frequency bands have no significant differences after L-dopa intake for non-demented patients \[46\]. An EEG frequency analysis for three groups of ten subjects of dementia PD, non-demented PD, and a normal control group reveals that there is a significant decrease in alpha amplitude for demented PD patients unrelated to motor weakness \[47\]. However, the amplitude increases in the delta and theta ranges in comparison to the other groups. Furthermore, the increase happens in the theta and delta ranges with more severe motor weakness of non-demented PD patients \[47\].

1.6 Motor Activity and Verbal Fluency of Parkinson’s Disease

The basal ganglia is suggested to control the primary motor cortex in the brain \[48\] and contributes to PD symptoms \[48\]. Earlier studies of causality of the motor cortex in the human brain relate to motor disturbance \[49, 50, 37\] and its relevance
for PD patients [51, 52, 37]. The loss of dopamine in the frontal-striatal cortex for PD patients affects verbal processing and plays a significant role in functioning of lexico-semantic fluency [53]. In order to test this, PD patients performed a phonemic fluency where they are asked to generate a list of words that starts with a given letter, as well as provide words in semantic categories for semantic fluency [54]. One study examined PD and control subjects with four verbal fluency tasks in which the number of words and the frequency of those words was tested for the control patients once, and twice for PD patients (when they were on and off medication). The results demonstrate that those PD patients who are off the dopamine medication generate fewer words than those PD patients who are on their medication. The frequency of words for PD patients who are either on or off medication is not significantly different; however, differences are significantly noticed between PD patients who are off medication and healthy control patients [53].

Finger Movement Behavior Investigation

In the study of finger movement behavior, we assess cortical information flow in two subjects with Parkinsons disease [55]. Connectivity was measured by applying a Granger Causality algorithm to EEG- data collected during a left and right hand movement task. The sensorimotor rhythm (12-15 Hz) was extracted from the EEG data and further analysis was performed on the upper extremity motor planning and sensorimotor integration areas of the left and right brain. The extracted graph features were classified by machine learning techniques for the right and left electrodes. We observed increased connectivity in the left and right motor planning areas (F3 and F4) contralateral to the behavioral task side. Recognition of the left and right motor planning areas had a rate of 83.3% for F3 and 91.7% for F4. Similarly, we observed increased connectivity in the left and right sensorimotor integration areas (C3 and C4) contralateral to the behavioral task side. Recognition of the left and
right motor planning areas had a rate of 91.7% for C3 and 91.7% for C4. Our results demonstrate the ability to classify the flow of information in the brain. These methods will be applied in the future to identify pathological information flow for disease such as Parkinson’s disease. These promising results of research have already been accepted by Asilomar conference 2015 [56].

1.7 Verbal Fluency and brain regions

Usually, verbal fluency tests are performed to examine cognitive disorders for PD patients [57, 58, 59], even in early stages of PD, verbal fluency problems are observed in most PD patients [57]. The frontal cortices of the brain are considered to be the active areas for verbal fluencies in PD and healthy patients [60, 61, 62, 57]. Early studies of fMRI and blood flow in the cerebral area during verbal fluency tasks indicate activity in the left superior temporal cortex [63]; performance of verbal fluency is lower in demented PD patients than non-demented PD subjects [64, 65]. The impairment of phonemic fluency test is less in PD patients than semantic fluency loss [60, 66, 67]. Both semantic and phonemic fluency tests demonstrate significant activity in the left inferior frontal cortex [68, 67, 69]. fMRI studies report that the brain activation is also found in the left inferior and middle frontal areas [70, 71]. Furthermore, the loss of the phonemic fluency is impaired in the frontal lobe; whereas, the damage of the semantic fluency is activated more in the temporal area than the phonemic fluency [70, 72, 73]. Also, some studies suggest that semantic fluency can occur in the area of left inferior frontal gyrus [69, 74, 70, 75]. Speech production demonstrates activation in Broca’s area in the left Brodmann’s area (BA) 45 and 44 [75, 76, 77].
Table 1.2: Brodmann’s areas for BA44, BA45, BA4 and BA6.

<table>
<thead>
<tr>
<th>Brodmann’s area</th>
<th>Left hemisphere</th>
<th>Right hemisphere</th>
</tr>
</thead>
<tbody>
<tr>
<td>BA44</td>
<td>F7, F5, F3, Ft7, Fc5</td>
<td>F6, F8, Fc4, Fc5, Ft8</td>
</tr>
<tr>
<td>BA45</td>
<td>Af7, F7, F5, Ft7, Fc5</td>
<td>Af4, Af8, F6, F8, Ft8</td>
</tr>
<tr>
<td>BA4</td>
<td>Fc3, Fc1, C3, C1, Cp3</td>
<td>Fc2, Fc4, C2, C4, C6</td>
</tr>
<tr>
<td>BA6</td>
<td>F3, F1, Fc3, Fc1, C3</td>
<td>F2, F4, Fc2, Fc4, C4</td>
</tr>
</tbody>
</table>

The activation of the Primary Motor Cortex in Brodmann’s area is defined as A4; the Premotor cortex and Supplementary Motor Cortex activation area are in BA6 [76]. The nodes of electrodes that are categorized in each of Brodmann’s areas belong to the verbal fluency and motor activity for the left and the right sides of the brain and are addressed in [76], as in the Table 1.2.

1.8 Motivation and Objectives

From the previous sections, the knowledge of different aspects and methods of brain connectivity is evident, but there are still questions regarding brain causality during performance of multi-behavior tasks. There is still a great need to explore brain causality of multichannel EEG signals during different behavior tasks for patients with Parkinson’s disease and healthy control subjects. Notwithstanding the results from studies which measure directed connectivity during task behavior performance, the signal processing tool of Granger’s causality is one of the best methods to extract brain interactions of EEG recordings for movement tasks and verbal fluency; this method has been applied to many EEG recordings of different behavior tasks [26, 27, 18]. The main goal of this research is to extract the strongest causal and activated regions of EEG signals during different verbal fluency tasks, such as phonemic fluency, reading fluency, semantic fluency, and category semantic fluency.
for PD patients and healthy controls. These activated regions have been recommended for different studies of fMRI research for verbal fluency and motor tasks in [70, 71, 75, 76, 77, 78, 79] which propose that the activation for verbal fluency and motor cortex falls in the regions of (BA45, BA44) and (BA4, BA6), respectively [78, 79]. The secondary objective is to exploit the feasibility of classifying PD vs. healthy control (HC) based on the causality analysis by applying a method of machine learning for each task of verbal fluency. In order to achieve the proposed goal, the next procedure occurs:

1. Signal processing and filtering of Granger causality averaged by 45 trails of verbal fluency tasks, which determines the most activation frequency band during causality experiment for alpha band, beta band and gamma band.

2. Granger causality realization averaged by 5 random trails of common verbal tasks, in which the most causal and activated channels are identified before the onset of speaking by 600 ms for each participant. Features channels resulted from Granger causality experiments are proposed from the measured Granger causality strengths for all tested channels.

3. Graph learning classification is utilized in order to classify feature channels strength between PD vs. HC. Kernel Support Vector Machine (SVM) and soft-margin technique take place in order to separate data points that are not separated perfectly by linear SVM.

4. The experiment results of all the verbal fluency tasks are summarized using confusion matrices.

Although the activation regions and connectivity of different behavior tasks have been studied and stated in previous literature, there are few studies which illuminate the relationship of brain causality and activated regions by using the
brain signals of EEG. The primary concentration of this thesis is the analysis of
data and signal processing which identifies Granger causality method and graph
learning techniques in order to understand the causal relations of the brain during
verbal fluency tasks. The thesis outlined as in the following:

- Chapter 1 introduces Electroencephalogram signals and briefly explains the
signal processing of EEG signals. It also reviews and states of the findings
from studies which relate to brain connectivity and Granger causality methods
applied to different brain signals. Then, it declares the motivation of this thesis
and the thesis outline.

- Chapter 2 reviews the Granger causality method based on the multivariate
autoregressive models. Furthermore, the chapter defines graph learning tech-
niques and feature extraction of Granger causality by the vertex strength
method. Also, it discusses the classification techniques of support vector ma-
chines by illustrating the soft margin method.

- Chapter 3 describes the verbal fluency tasks methods of recordings for the
datasets recording of EEG signals and presents the area of interest during ver-
bal fluency tasks. It also demonstrates the Granger causality signal processing
and causality relation between channels for each fluency task.

- Chapter 4 presents graph-learning methods of feature extraction in order to
extract the channel strength of Granger causality results. Moreover, it illus-
trates feature classification of the resulted strengths of Granger causality based
on verbal fluency activated channels for each fluency task. Then, the chap-
ter presents the results of classifications with the results of earlier established
techniques for extracting the activation region of verbal fluency tasks.

- Chapter 5 discusses the advantages and disadvantages of studied methods and
presents the conclusion for the thesis. It also demonstrates the suggestion of future work.
Chapter 2

Causality and Machine Learning

Methodology

2.1 Causality Method

2.1.1 Bivariate Autoregressive Models of Granger Causality

In the neurological analysis, the EEG data sets are considered as a multivariate time series since they are recorded from multi-electrodes on the patient’s scalp. The neural interactions and directionality can be extracted from multivariate time series, which provide the fundamental frameworks to analyze the data sets in order to understand the neural systems [80]. Granger causality provides the mathematical frameworks for multivariate time series [80]. Granger causality is a standard tool for statistical computation and for determining the directional influence or interactions of systems variables [81]. The concept is based on a statistical study of two data sets of time series $X_1(t)$ and $X_2(t)$ where the historical information of $X_1(t)$ can improve the prediction of future values of $X_2(t)$ in the bivariate autoregressive model. The variable $X_1(t)$ is a Granger cause of variable $X_2(t)$ when the past information of $X_1(t)$ helps predict the future $X_2(t)$ and the two-time series. The time domain of
unconditional Granger causality can be referenced in full regression of the two time
series, as in the following [82]:

\[
\begin{align*}
X_1(t) &= \sum_{i=1}^{p} A_{11}(i)X_1(t - i) + \sum_{i=1}^{p} A_{12}(i)X_2(t - i) + E_1(t) \\
X_2(t) &= \sum_{i=1}^{p} A_{21}(i)X_1(t - i) + \sum_{i=1}^{p} A_{22}(i)X_2(t - i) + E_2(t)
\end{align*}
\]

(2.1.1)

When \(A_{ij}\) are the regression coefficients from variables \(X_j(t)\) to \(X_i(t)\) of the full
regression time series and \(E_i\) are residuals, white noise components, or prediction
errors of each signal [83]. The number of lagged observations is denoted by \(p\) which
also indicates the model order [83]. The prediction of a signal is based on the past
values of its own signal and the other signal [81]. Furthermore, the prediction is
contributed by each lagged observation for the two signals. Furthermore, Granger
causality is defined as the past values of \(X_2\) which help future values of \(X_1\) over the
prediction of its own past values [83]. The two time series are expressed, as in the
following matrices, in order to extract the covariance matrix:

\[
\begin{pmatrix}
X_1(t) \\
X_2(t)
\end{pmatrix} = \sum_{i=1}^{p} \begin{pmatrix}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{pmatrix} \begin{pmatrix}
X_1(t - i) \\
X_2(t - i)
\end{pmatrix} + \begin{pmatrix}
E_1(t) \\
E_2(t)
\end{pmatrix}
\]

(2.1.2)

The residual covariance matrix of the white noise \(E\) gives the accuracy of a
prediction process for the two time series [83]. The covariance matrix is expressed
in the following [83]:

\[
\sum = \text{Cov} \begin{pmatrix}
E_1(t) \\
E_2(t)
\end{pmatrix} = \begin{pmatrix}
\sum_{11} & \sum_{12} \\
\sum_{21} & \sum_{22}
\end{pmatrix}
\]

(2.1.3)

The unconditional Granger causality is based on the unconditional dependence of
the first signal \(X_1\) on past values of the second signal \(X_2\), which makes the regression
coefficients of the other signal equal to zero. The reduced regression forms for the two signals $X_1(t)$ and $X_2(t)$ depend on omitting past values of the other signal [83]. Furthermore, the reduced regression prediction depends only on its own past values, as evident in the following: [83].

\[
X_1(t) = \sum_{i=1}^{p} A_{11}(i) X_1(t - i) + E_1'(t)
\]

\[
X_2(t) = \sum_{i=1}^{p} A_{22}(i) X_2(t - i) + E_2'(t)
\]

(2.1.4)

Now $A_{ii}$ are the reduced regression coefficients and $E_i'$ are the reduced regression residuals. The following expressions define the residual covariance matrices of $X_1$, the reduced regression form, and the $X_2$ reduced regression form respectively:

\[
\sum_1' = \text{Cov}(E_1'(t))
\]

\[
\sum_2' = \text{Cov}(E_2'(t))
\]

(2.1.5)

Granger causality of the two signals stands to calculate the coefficients of full regression form and reduced regression form based on a better model of data. There are two famous model selection criteria; both the Akaike information criterion (AIC) and Bayesian information criteria (BIC) are widely used in the Granger causality method to determine the appropriate model order. The data modeling criteria of Maximum likelihood (ML) theory provides the fundamental framework of analysis [83]. The framework analysis is considered as a log-likelihood ratio statistic that is the measurement of an appropriate comparison for models of full regression and reduced regression [83]. The appropriate log-likelihood ratio test, which selects the lag length of a vector autoregressive (VAR) model, defines the statistic of Granger causality for null hypothesis of zero causality [83]:
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\[ H_0 : A_{12,1}(t) = A_{12,2} = A_{12,3} = \ldots = A_{12,p} = 0 \]

\[ H_1 : A_{12,1}(t) \neq A_{12,2} \neq A_{12,3} \neq \ldots \neq A_{12,p} \neq 0 \]  

(2.1.6)

The log-likelihood ratio test is proportional to the generalized variance of VAR models. The mathematical expression of the Granger causality for the bivariate VAR models from \( X_2 \) to \( X_1 \) and from \( X_1 \) to \( X_2 \) are defined respectively, as in the following [83]:

\[
G_{X_2 \rightarrow X_1} = \ln \left| \frac{\Sigma_{11}'}{\Sigma_{11}} \right|
\]

\[
G_{X_1 \rightarrow X_2} = \ln \left| \frac{\Sigma_{22}'}{\Sigma_{22}} \right|
\]  

(2.1.7)

The residual covariance matrices of VAR models of full regression and reduced regression are the fractions of the log-likelihood ratio of each signal. So, Granger causality between two signals of time series is based on the covariance of the reduced regression and the full regression computations. It is also can be considered as the computation of prediction error based on the interpretation of log-likelihood ratio test of VAR models. Furthermore, it measures the reduced values of prediction error when the past values of \( X_2 \) are involved in the model variables of \( X_1 \).

### 2.1.2 Multivariate Autoregressive Models of Granger Causality

The above mathematical expressions of bivariate time series from the previous section are basically defined by linear regression models. From the fundamental method of computing Granger causality, it can be rapidly extended to multivariate autoregressive (MVAR); this is a model theory for design computational efficiency and accuracy of vectors of time series [83]. The MVAR model can be defined for \( p \)th orders, as in the following [83]
\[ X(t) = \sum_{j=1}^{p} A(j)X(t-j) + E(t), \quad (2.1.8) \]

Where \( A(j) \) is the matrix of real values of multivariate autoregressive coefficients \( x(t) = [X_1(t), ..., X_N(t)]^T \) with \( N \) being the number of variables, and \( E(t) \) is the vector of white noise, which defines the residuals of MVAR models. In this case, the causality is defined as \( X_2 \) Granger causes \( X_1 \) if, and only if, past values of lagged observations improve the prediction of \( X_1 \) when other lagged observations of other variables \( X_3, X_4, ..., X_N \) are counted.

Using \( N = 3 \) as an example, the conditional Granger causality can be defined from the dependency between \( X_1, X_2, \) and an additional set of variable \( X_3 \). This means that the Granger causality has a possible dependency of \( X_1 \) and \( X_2 \) on \( X_3 \). The conditional Granger causality can be expressed in full regression models for three distributed time series vectors, as seen in the following [83]:

\[
\begin{align*}
X_1(t) &= \sum_{i=1}^{p} A_{11}(i)X_1(t-i) + \sum_{i=1}^{p} A_{12}(i)X_2(t-i) + \sum_{i=1}^{p} A_{13}(i)X_3(t-i) + E_1(t),
X_2(t) &= \sum_{i=1}^{p} A_{21}(i)X_1(t-i) + \sum_{i=1}^{p} A_{22}(i)X_2(t-i) + \sum_{i=1}^{p} A_{23}(i)X_3(t-i) + E_2(t),
X_3(t) &= \sum_{i=1}^{p} A_{31}(i)X_1(t-i) + \sum_{i=1}^{p} A_{32}(i)X_2(t-i) + \sum_{i=1}^{p} A_{33}(i)X_3(t-i) + E_3(t).
\end{align*}
\]  

\( (2.1.9) \)

The effect of \( X_3 \) is eliminated from the Granger causality realization for \( X_2 \) to \( X_1 \).

So, the reduced regression form of \( X_1 \) is illustrated as the following [83]:
\[ X_1(t) = \sum_{i=1}^{p} A_{11}(i)X_1(t-i) + \sum_{i=1}^{p} A_{13}(i)X_3(t-i) + E_1'(t). \quad (2.1.10) \]

Similarly, the likelihood ratio is computed for the covariance matrices of the full regression and the reduced regression forms with the condition of \( X_3 \). The null hypothesis test is obtained as in \( H_0 : A_{12}(1) = A_{12}(2) = A_{12}(3) = \ldots = A_{12}(p) = 0 \). As a result, the conditional Granger causality \( X_2 \rightarrow X_1 \) on condition \( X_3 \) is given in the following [83]

\[ G_{X_2 \rightarrow X_1|X_3} = \ln \left| \frac{\sum_{11}'}{\sum_{11}} \right|. \quad (2.1.11) \]

Therefore, the implication of \( X_3 \) to full and reduced regression model forms of \( X_1 \) can be assumed as the past values of \( X_2 \) improves the prediction of \( X_1 \), depending on its own past values, plus the past values of \( X_3 \). This conditional Granger causality of the three time series may be considered as multivariate Granger causality. So, multivariate Granger causality is suitable to account for many interactions in a multivariate system since its components work collaboratively with more complex layers than bivariate VAR modeling [83].

The first step to calculate MVAR of Granger causality is to determine the appropriate model order for MVAR. One may select the appropriate model order by ML theory, such as the Akaike information criteria (AIC), Bayesian information criterion (BIC), or cross-validation [83, 84]. The model order selection is beneficial to balance the number of MVAR parameters and should be appropriately selected to avoid over-fitting a finite data sequence [83]. The next step of Granger causality realization is to estimate the model parameters of MVAR by maximizing the likelihood ratio for MVAR models for both full regression form and reduced regression form [83]. Once all parameters have been estimated, Granger causality is computed
from the equation of conditional Granger causality between pairs within selected
channels in a multivariate system in order to generate one graph $g$. The realization
of Granger causality is a non-negative magnitude when it is considered positively
biased [83].

For the statistical testing of Granger causality, the multivariate Granger Causal-
ity MVGC toolbox provides significance testing and confident interval computation
routines e.g., permutation test and bootstrapping test which are based on the sim-
ulation of surrogate time series [83]. The surrogate data series can be generated
from two main algorithms which are typical realization and constrained realization
[85, 86, 87]. The first generates a surrogate data set from a mode that gives the best
model fit for the original data and the second is an algorithm to generate surrogate
data from the original data set [85]. The statistical bootstrapping can estimate the
statistical measurement, e.g., mean, variance or median [87, 88]. The procedure of
bootstrapping is started with replacing the samples of the interested data [87, 88].
Statistical distribution estimation is computed for the re-sampled data for the first
replacement and then repeat the process for many times [88].

### 2.2 Graph Learning

Machine learning techniques and graph learning statistics have been commonly
used in pattern recognition and data mining [89]. Since brain analysis graphs have
been studied for research over many decades, the need for graph learning is essen-
tial to help understand brain functions better [89]. Application and development
of machine learning techniques and graph representation for brain network analysis
has been gaining attention from researchers in neuroscience. The goal of functional
brain graph analysis is to classify and characterize brain activation patterns which
result from a cognitive state change (within subject or across subjects) that may
be related to experimental stimulations [89]. To interpret the integration and seg-
regation of brain activities, several topological measurements are utilized to extract features from the graphs generated from neural data (which in this case is the EEG data recorded in verbal fluency tasks). Complex network graphs compile abstract information of graph representations [90]. Each graph contains a finite number of nodes (vertices) and a finite number of connections (edges), which represent the interaction between network nodes [90].

In general, a finite number of vertices $V$ and a finite number of edges $E$ forms a graph $g = (V, E)$. In the literature of the complex networks, graph vertices are identified by an integer index $i = 1, 2, 3, ..., N$, and graph edges can be identified as pairs $(i, j)$ which denote the connectivity edge or link between vertex $i$ and vertex $j$ [91]. Also, it supposed that there is no self-connectivity for a single vertex; for example, there is no edge or link of $(i, i)$ or $(j, j)$, as well as for these pairs $(i_1, j_1)$ or $(i_2, j_2)$ where $i_1 \neq i_2$ and $j_1 \neq j_2$ [91]. The graph $g$ is generated from the previous section of Granger causality, as in the following:

$$g = (V_g, E_g, \alpha_g, \beta_g),$$

where $V_g$ is the vertices set, $E_g$ is the edges set, and $\alpha_g$ is the vertex labeling function while $\beta_g$ is the edge-labeling function. In this paper, EEG data channels are the graph vertices; the directional causal relationship between two channels is the graph edge; and the edge-labeling function is the Granger causality estimations $\mathcal{G}_{X_2 \rightarrow X_1|X_3}$, which is carried out in a previous section.

2.2.1 Vertex Strength or Node Strength

Since the growth of complex networks has been escalating and has attracted many fields of research, the visualization of representations can be summarized with complex information in two-dimensional representation [89]. For many complex
networks, the large number of vertices makes it difficult to understand and interpret the differences between them. As a result, the measurement of node strength over all nodes of a graph produces an abstract representation that describes the graph overall [89]. Node strength is an intuitive realization of a complex graph, in order to present connectivity degree for a single node with respect to the total connections with other nodes [90]. The strength of the $i$-th vertex concludes the number and weight of connections between itself and all the other vertices of graph $g$ and is defined as

$$ s_i = \sum_{j=1}^{N} \beta_{g}(i,j), \forall i, $$

(2.2.2)

where $N$ represents the number of channels of EEG dataset. $\beta_{g}$ is the edge labeling of the network, which is Granger causality estimation between two pairs, and the vector of vertex strength of the graph for all vertices is denoted as the following

$$ s = [s_1s_2..., s_N]^T. $$

(2.2.3)

In other words, the strength vertices vector is considered as the feature vector of the graph $g$. Therefore, the feature vector of each Granger causality graph for EEG datasets can demonstrate or summarize the connectivity between each vertex (channel) with other vertices (channels).

### 2.2.2 Linear Support Vector Machine

Support vector machine (SVM) is a highly effective and robust supervised machine learning method [92]. It is one of the popular machine learning techniques for classifications and learning tasks. It can analyze and recognize different modalities of datasets and map the data into different feature classifications in the space, separating them into different areas [92]. Classifications are achieved through SVM
by finding the best possible hyperplane, which gives the largest separation margin between separated feature classes. In general, the training graph feature vector set with m vectors is defined as the following [92]

\[ S = \{(s_i, c_i) | c_i \in \{-1, 1\}\} \]  \quad (2.2.4)

where \( c_i \) is either -1 or 1, indicating which feature class \( s_i \) belongs to. The support vector points are data points which are closest to the hyperplane. The algorithm of SVM is to separate the data points by classifying them into \( c_i = 1 \) and \( c_i = -1 \) with the maximum margin of the hyperplane which is described as

\[ h \cdot s - b = 0. \]  \quad (2.2.5)

Here, \( b \) is the bias of the decision function, \( s \) is the vector of points, and \( h \) is the normal vector to the hyperplane [92]. The offset of the hyperplane is usually given as \( \frac{b}{\|h\|} \) from the origin in the hyperspace. The linear separation of SVM is where the data points are separated linearly in space, and two parallel lines of hyperplane are placed at the maximum separation region that does not have any points between them. This region is called separation margin. Theoretically, minimizing \( \|h\| \) results in a maximum region of margin that does not fall points into it. The expression of data points that fall in each region of \( c_i=1 \) and \( c_i=-1 \) is given in the following:

\[ h \cdot s_i - b \geq 1 \text{ for } s_i \text{ in class } c_i = 1 \]  \quad (2.2.6)
\[ h \cdot s_i - b \leq -1 \text{ for } s_i \text{ in class } c_i = -1 \]

The optimization problem of the linear SVM is to minimize \( \|h\| \) subject to the data points \( s_i \) that fall in each region, as in the following:
\[ c_i(h \cdot s_i - b) \geq 1, \text{ where } i = 1, 2, ..., m \]  

(2.2.7)

### 2.2.3 SVM Soft Margin

Soft margin method is applied since a perfect hyperplane might not exist to perfectly separate feature classes \([93, 92]\). This method is used for non-separable data sets and the sensitivity of outliers. It can separate the data points as cleanly as possible by choosing the best hyperplane; it can also maximize the distance of the margin to the data points in each class. The misclassification degree of the data points \(s_i\) is defined as slack variables \(\xi_i\) \([93]\). Therefore, the hyperplane equation of the soft margin method is given as \([93]\):

\[ c_i(h \cdot s_i - b) \geq 1 - \xi_i, \text{ where } i = 1, 2, ..., m \]  

(2.2.8)

The optimization method of the soft margin is based on the trade-off between the maximum margin and the small error penalty. The optimization problem of the soft margin method introduces the misclassification degrees \(\xi_i \geq 0\) and penalty function \((C \sum_{i=1}^{m} \xi_i)\), as in the following \([92]\):

\[
\arg \min_{h, \xi, b} \left\{ \frac{1}{2} \|h\|^2 + C \sum_{i=1}^{m} \xi_i \right\},
\]

subject to \( c_i(h \cdot s_i - b) \geq 1 - \xi_i, \)  

(2.2.9)

where \( \xi_i \geq 0, \text{ i = 1, 2, ...m} \)

From the optimization problem, one can conclude that points fall into the correct region within the margin when the slackness degree is \((0 \leq \xi_i \leq 1)\); however, the misclassified points appears when the slackness degree is \((\xi_i \geq 1)\).
Chapter 3

Granger Causality Analysis for Verbal Fluency Behavior

3.1 Verbal Fluency Recordings and Material

3.1.1 Procedure of Verbal Fluency Tests

Verbal fluency defined as the ability to generate as many as words as possible, given fluency conditions like phonemic fluency and semantic fluency. The procedure of verbal fluency tests is to allow participants to generate as many words as possible within sixty seconds by reason of certain fluency conditions. The verbal fluency tests conducted at Colorado Neurological Institute (CNI) examine PD patient and healthy control subjects. It is known that PD patients may have difficulties starting a movement and switching between movements. Furthermore, they may have difficulties with mental activities that require switching from one activity or movement to another. These subjects are asked to wear an EEG cap to record EEG signals and activity for different verbal fluency tasks. The purpose of verbal fluency tests is to understand connections between different cortical areas. The following are some definitions of verbal fluency that are used in this thesis:
• The phonemic fluency test involves subjects generating words that begin with a specified letter of the alphabet, such as F, A, and S; the subjects must state as many words as they think of within 60 s.

• The semantic fluency test requires subjects to generate words (again, as many as they think of in 60 s) that must be classified under a specified category, like animals.

• The category semantic fluency test asks subjects to generate semantic fluency words and switch between semantic categories, as many times as possible within 60 s. The aim of this test is to understand the difficulties for PD patients when they switch between categories.

• The reading fluency is a cortical measurement of subjects who have read the text in 60 s.

3.1.2 Experimental Materials and Tools

This study was approved by the HealthONE Institutional Review Board, and all subjects provided informed consent for study participation. Four participants were involved two Parkinson’s disease patients and two healthy control subjects who volunteered from the Colorado Neurological Institute (CNI). The participants were asked to perform verbal fluency tasks and generate a list of words when a task cue was given. Each participant responded with approximately sixty trials of verbal fluency tasks. These tasks were divided into fifteen trial blocks for each fluency task command, such as: phonemic, semantic, category semantic, and reading fluency. The EEG was measured with 4 g.tec g.USBamp amplifiers and a Brain-productsActicap System. There were sixty-one electrodes placed on each subject’s scalp, according to the international 10/20 electrode placement system. The data was recorded with a sampling rate of 4800 Hz. The datasets of PD patients were
defined as $PD_1$ and $PD_2$, with the datasets of healthy controls as $HC_1$ and $HC_2$, for more convenient reference of the data analysis.

The work in this research primarily depended on signal processing analysis in the MATLAB environment. The MVGC MATLAB toolbox is utilized in the study, which was released by the University of Sussex in the United Kingdom [83]. This toolbox is based on the analysis of Granger causality for multivariate autoregressive models in the time domain and the frequency domain. This toolbox also has serious requirements to perform calculation of Granger causality graph [83]. The second MATLAB toolbox used was the EEGLAB for signal processing analysis in order to display the head map of Granger causality strengths.

### 3.1.3 EEG Data Preprocessing and Region of Interests

The preprocessing progresses start with down-sampling the signals to 240 Hz. Since the verbal fluency activity in the brain is considered to exist in the left frontal area, addressed in the BA44L and BA45L as in [69, 74, 70, 75] and listed as in Table 1.2, the electrode positions are illustrated in the head maps as in figure 3.1. From this Figure, one can see that EEG channels on the left side of hemisphere and the right side of hemisphere concentrate on the prefrontal areas. Also, there are some mutual nodes between the two areas. Also, the supplementary motor cortex and primary motor cortex channels for right hand action are defined as F3 and C3, respectively, and the F4 and C4 are the supplementary motor and primary motor cortices for left hand performance [51, 52, 37, 48]. The study of this thesis includes the channels which are only related to motor cortex in order to understand the relationship between verbal fluency and motor activity for PD patients and healthy controls. Moreover, the primary motor cortex and supplementary motor cortices are discussed in [76] and listed in Table 1.2. As a result, the illustration of the areas belong to BA4 and BA6 are demonstrated in Figure 3.1.
Figure 3.1: Brodmann’s area electrode positions of EEG channels.
Overall, the channels of Figures 3.1a, 3.1b, 3.1c, and 3.1d are merged in order to extract the region of interest. There are twenty-six channels in total, and they belong to prefrontal cortex channels and central cortex channels for both sides of the brain. The region of interest is given as the head map in Figure 3.2.

Typically, brain activity leading to a motor action starts between 150 ms and 200 ms before the response time; therefore, our last study of finger movement behavior task concentrates only on the motor actions for the PD patients. The window length of each trail was 200 ms before the response time. However, in this study, the activation of verbal fluency is proposed in [77] as in the inferior frontal gyrus which is the Brocas area after 400 ms of the stimulus onset. In this study, concentration is on the inferior frontal gyrus, the primary motor cortex, and the supplementary motor cortex where the window length is selected as 600 ms before the participant speaks.

### 3.2 Granger Causality Analysis

The method of Granger causality is briefly explained in the previous chapter, which depends on the past values of the second signal $X_2$ in order to improve the
prediction the first signal $X_1$ for bivariate autoregressive models. The MATLAB toolbox MVGC is used for Granger causality analysis where the datasets $PD_1$, $PD_2$, $HC_1$ and $HC_2$ consist of sixty-one channels that seriously affect the timing of Granger causality realization because of the large number of lag observations [83]. In regards to EEG channels, only the region of interest channels for analysis of Granger causality was extracted. The approach for finding Granger causality is to compute the causality graph or causality network for a certain task and then use the graph for vertex strength method of graph learning to identify the most activated or causal channel among all twenty-six channels. The computation of Granger causality have some constraints that should be considered, as the large number of trials with different tasks give undesirable results and signal interference. Also, the window length should not be too short, nor too long; this is a trade-off between data likelihood stationary seek and model fit accuracy [83]. The shorter window length helps the data to be stationary, whereas the large number of trails should be implemented by short windows. The longer window improves the computation of multivariate autoregressive model fit. The window length in this thesis depends on the verbal fluency activation. In the approach of Granger causality, the strength of channels that are mostly causal with other channels is interpreted by extracting the feature strength of channels. This method is proposed in the previous chapter for the graph learning technique. Next, the channel strength of the Granger causality is visualized with head maps. The investigation of verbal fluency research procedure by Granger causality begins by filtering signals in order to define the most effective frequency band for verbal fluency behavior. The details of Granger causality filtering are provided in the following section. Then, the focus is on the effective frequency band in order to apply the approach with each verbal fluency task. Also, we applied the channel strength technique for each Granger causality graph of a single test. As well, we demonstrated the channel strengths of each Granger causality
graph by head maps in order to compare most causal and activated channel between all verbal fluency tasks.

3.2.1 Granger Causality Filtering

Many earlier studies on verbal fluency test for fMRI have reported that the activated areas are in the left inferior frontal gyrus [69, 74, 70, 75]. The verbal fluency activation for EEG signals has been proposed in [77] as in the gamma band for Broca’s area. The purpose in this study is to investigate the causality activation within three frequency bands (alpha, beta, and gamma) for all the verbal fluency tasks with forty-five trails for each of the datasets \( PD_1 \) and \( HC_1 \). Since the research includes a large number of trails for verbal fluency tasks, the window length is shortened due to the discussion in the previous section up to 300 ms before the participant speaking. The procedure of EEG Granger causality filtering starts with computing the Granger causality of each frequency band that results in a graph of Granger causality. Channel strength of the causality graph helps the visualization of complex graphs, such as the previous Granger causality graphs, in two-dimensional representation. The channel strength graph learning technique is used to extract the features of each channel for Granger causality. Finally, the channel strength of Granger causality in head maps after normalizing the strength values is illustrated in order to distinguish the difference between the three frequency bands.

3.2.2 Overview of Granger Causality Filtering

Granger causality filtering of verbal fluency has multiple procedure steps in order to determine the most effective frequency band. The procedure analyzes two datasets \( PD_1 \) and \( HC_1 \) for verbal fluency analysis such as phonemic fluency, semantic fluency and category semantic fluency. The first step of analyzing each dataset is down-sampling the signals to 240 Hz. The second step is extracting the
region of interest (ROI) for EEG channels which contains twenty six channels in the BA 44, BA 45, BA 4 and BA 6. The third step is filtering the signal with band pass filter in the frequency band (alpha band, beta band, and gamma band). The fourth step is averaging the signals of multivariate channels with forty five trials for each computation of Granger causality and the window length of time epoch is 300 ms before subject speaking. The fifth step is applying Granger causality multivariate time series which produces a Granger causality graph for the averaged signals. The sixth step is extracting the graph features which are denoted as the channel strength in order to visualize the causality of the averaged signal. The seventh step is illustrating the normalized values of channel strengths for the region of interest (ROI) by head maps. The procedure of Granger causality looks for the best effective frequency band for causality in the Broca’s area during verbal fluency tasks. The following flow chart demonstrates the procedure process for the Granger causality analysis of verbal fluency as in the Figure 3.3.

**Alpha Band**

EEG signals consist of five major frequency bands, as mentioned in Chapter 1. The Alpha band is a slow wave appearance of an EEG signal that appears usually for adults when they are relaxing or closing their eyes. The datasets $PD_1$ and $HC_1$ were filtered by a band pass filter from 8 Hz to 12 Hz and then generated granger causality for an average of forty-five trials of verbal fluency tests with 300 ms before participants speak.

In general, the Alpha band does not show any effective Granger causality in the area of verbal fluency, located in the left frontal channels for the two data sets $PD_1$ and $HC_1$ as in Figure 3.4a and Figure 3.4b. Also, we can note from channel strengths of both datasets that the greatest channel strengths do not belong to the verbal fluency channels, as shown in Figure 3.5a and Figure 3.5b. Furthermore, the
Figure 3.3: The flow chart for Granger causality filtering of $PD_1$ and $HC_1$. 
channel strength with head maps of the region of interest of both datasets as in Figure 3.6a and Figure 3.6b is evident for Granger causality activation in the left inferior area.
Figure 3.4: Granger causality for 26 EEG channels in alpha band which is averaged for 45 trails and the window starts 300 ms before $PD_1$ and $HC_1$ subjects speak.
Figure 3.5: Channel strength causality for 26 EEG channels in alpha band for the Granger causality graph in the alpha band for subjects $PD_1$ and $HC_1$. 
Figure 3.6: Head maps of Granger causality channel strength in alpha band where the values are normalized for visual comparison of Granger causality channel strengths between subjects $PD_1$ and $HC_1$.

**Beta Band**

The Beta band has faster frequency waves and appears when patients are anxious, or they have their eyes open. The bandpass filter is used for the frequency band from 13 Hz to 32 Hz. The computation of Granger causality is also averaged for forty-five trials and the times window is 300 ms before subjects speak. In the Beta band, there is no considerable Granger causality in the area of verbal fluency channels for the two datasets, as shown in Figure 3.7a and Figure 3.7b. Also, the strongest channel strengths are not channels in Broca’s area, as in Figure 3.8a and 3.8b. The head maps of Granger causality channel strength in the Beta band are given in Figure 3.9a and 3.9b.
Figure 3.7: Granger causality for 26 EEG channels in beta band where it is averaged for 45 trails and the time window is 300 ms before PD₁ and HC₁ subjects speak.
Figure 3.8: Channel strength causality for 26 EEG channels in beta band for the Granger causality graph in the alpha band for subjects $PD_1$ and $HC_1$. 
Figure 3.9: Head maps of Granger causality channel strength in beta band where the values are normalized for visual comparison of Granger causality channel strengths between subjects $PD_1$ and $HC_1$.

Gamma Band

The gamma band is the fastest frequency wave of EEG signals. It appears in short-term memory or recognized tasks, like sound or sensation. The band pass filter is designed from 33 Hz to 45 Hz where the computation of Granger causality of verbal fluency tasks is averaged for 45 trails with 300 ms before participants speak. The gamma frequency band has the most considerable Granger causality for verbal fluency channels, which are in the left Broca’s area with other channels, shown in Figure 3.10a and Figure 3.10b. The Granger causality channel strength shows the highest causality channel strength are channels of left frontal areas, as in Figure 3.11a and Figure 3.11b. Also, the head maps of Granger causality channel strength can demonstrate activation in Broca’s area for both $PD_1$ and $HC_1$ in the gamma band, as evident in Figure 3.12a and Figure 3.12b. As a result, the gamma band is the most effective frequency band for Granger causality analysis of verbal fluency tasks averaged for 45 trails.
Figure 3.10: Granger causality for 26 EEG channels in gamma band which is averaged for 45 trails and the time window is 300 ms before $PD_1$ and $HC_1$ subjects speak.
Figure 3.11: Channel strength causality for 26 EEG channels in gamma band for the Granger causality graph in the alpha band for subjects $PD_1$ and $HC_1$. 

(a) for $PD_1$

(b) for $HC_1$
3.2.3 Granger Causality of Verbal Fluency

Since the most active frequency band for Granger causality of verbal fluency tasks is the gamma band, the focus of analysis is only on this frequency band in order to investigate the relationships of different channels of verbal fluency tasks for all datasets $PD_1$, $PD_2$, $HC_1$ and $HC_2$. The objective is to define interactions within Broca’s channels of each verbal fluency task where researchers expect the most causal channels to be $Ft7$ and $F7$. The computation for Granger causality begins with an average of five trials for each task, and the time window is 600 ms before the subjects speak. The computation of Granger causality is applied for the average of trials with a single fluency task. The total number of Granger causality analysis for each verbal fluency task is ten. Granger causality channel strength is found for each computation.

3.2.4 Overview of Verbal Fluency Analysis Model

Granger causality analysis has multiple procedure steps in order to achieve the proposed method. The method analyzes four datasets ($PD_1$, $PD_2$, $HC_1$ and $HC_2$)
for verbal fluency analysis such as phonemic fluency, semantic fluency, category semantic fluency and reading fluency. The first step of analyzing each dataset is down-sampling the dataset to 240 Hz. The second step is extracting the region of interest (ROI) for EEG channels which are twenty six channels in the BA 44, BA 45, BA 4 and BA 6. The third step is filtering the signal with band pass filter in the gamma band. The fourth step is averaging the signals of multivariate channels with five trials for each computation of Granger causality and the time window of is 600 ms before subject speaking. The fifth step is applying Granger causality multivariate time series regression which produces a Granger causality graph for the averaged signals trials. The sixth step is extracting the graph features which is denoted as the channel strength in order to visualize the causality of the averaged signal. The seventh step is illustrating the normalized values of channel strengths for the region of interest (ROI) by head maps. The eighth step is applying Granger causality statistical testing which indicates the significance of channel strengths. The computation of Granger causality is repeated ten times for a single verbal fluency task. The Granger causality method is applied for each dataset of $PD_1$, $PD_2$, $HC_1$ and $HC_2$. The ninth step is applying graph learning for support vector machine in order to classify the channels which are considered as the most causal channels for PD datasets and HC datasets. The tenth step is summarizing the SVM soft margin classification of the verbal fluency for PD vs. HC. The following flow chart demonstrates the procedure process for the Granger causality analysis of verbal fluency as in the Figure 3.13

**Phonemic Fluency**

The performance of phonemic fluency is based on patients generating as many words that start with a certain letter, such as F, A and S, as they can think of in 60s. The computation of Granger causality is based on the average of five trials and 600
Figure 3.13: The flow chart of Granger causality analysis for verbal fluency tasks.
ms before speaking onset when the total number of iterations is ten computations. A sample of Granger causality computation is presented in Figure 3.14 for each dataset $PD_1$, $PD_2$, $HC_1$ and $HC_2$. The most causal channels in general for $PD_1$ and $PD_2$ is channel Ft7 for most of the Granger causality computations; however, the most causal channel for $HC_1$ and $HC_2$ is channel Fc5 for most of the computations as in Figure 3.14. The highest Granger causality channel strength for each iteration of PD patients is Ft7 and for healthy controls Fc5, as shown in Figure 3.15. Also, it is clear from the head maps that Ft7 is the most activated channel for PD patients and Fc5 channel is activated for healthy controls, as in Figure 3.16.

The second sample of computation for Granger causality graphs, channel strengths and head maps of $PD_1$, $PD_2$, $HC_1$ and $HC_2$ are illustrated in Figures 3.17, 3.18, and 3.19, respectively. The values of channel strength for the most causal channels in each Granger causality computation are listed in order to use them as feature classes of graphs for $PD_1$, $PD_2$, $HC_1$ and $HC_2$, as in the following Tables 3.1, 3.2, 3.3 and 3.4.
Figure 3.14: Sample Granger causality graphs for phonemic fluency shows a number of causalities in the Broca’s area channels for PD1 in channel Ft7 causing other channels, PD2 in channel Ft7 and F7, HC1 in channel Fc5 and HC2 in channel Fc5.
Figure 3.15: Sample Granger causality channel strengths for phonemic fluency shows the causality strength of each channel in the Granger causality graph for each dataset.
Figure 3.16: Sample Granger causality head maps for phonemic fluency shows the area of activation in the head map for each dataset during phonemic fluency.
<table>
<thead>
<tr>
<th>No./Channel</th>
<th>Ft7</th>
<th>Fc5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.449</td>
<td>0.16</td>
</tr>
<tr>
<td>2</td>
<td>0.54</td>
<td>0.21</td>
</tr>
<tr>
<td>3</td>
<td>0.325</td>
<td>0.24</td>
</tr>
<tr>
<td>4</td>
<td>0.385</td>
<td>0.32</td>
</tr>
<tr>
<td>5</td>
<td>0.445</td>
<td>0.266</td>
</tr>
<tr>
<td>6</td>
<td>0.395</td>
<td>0.36</td>
</tr>
<tr>
<td>7</td>
<td>0.285</td>
<td>0.24</td>
</tr>
<tr>
<td>8</td>
<td>0.125</td>
<td>0.24</td>
</tr>
<tr>
<td>9</td>
<td>0.21</td>
<td>0.16</td>
</tr>
<tr>
<td>10</td>
<td>0.21</td>
<td>0.17</td>
</tr>
</tbody>
</table>

Table 3.1: Channel strength values (Ft7 and Fc5) of phonemic fluency for $PD_1$.

<table>
<thead>
<tr>
<th>No./Channel</th>
<th>Ft7</th>
<th>Fc5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.46</td>
<td>0.23</td>
</tr>
<tr>
<td>2</td>
<td>0.63</td>
<td>0.21</td>
</tr>
<tr>
<td>3</td>
<td>0.65</td>
<td>0.285</td>
</tr>
<tr>
<td>4</td>
<td>0.18</td>
<td>0.15</td>
</tr>
<tr>
<td>5</td>
<td>0.3</td>
<td>0.49</td>
</tr>
<tr>
<td>6</td>
<td>0.28</td>
<td>0.6</td>
</tr>
<tr>
<td>7</td>
<td>0.4</td>
<td>0.33</td>
</tr>
<tr>
<td>8</td>
<td>0.15</td>
<td>0.39</td>
</tr>
<tr>
<td>9</td>
<td>0.35</td>
<td>0.1</td>
</tr>
<tr>
<td>10</td>
<td>0.198</td>
<td>0.245</td>
</tr>
</tbody>
</table>

Table 3.2: Channel strength values (Ft7 and Fc5) of phonemic fluency for $PD_2$. 
<table>
<thead>
<tr>
<th>No./Channel</th>
<th>Ft7</th>
<th>Fc5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.35</td>
<td>0.52</td>
</tr>
<tr>
<td>2</td>
<td>0.37</td>
<td>0.49</td>
</tr>
<tr>
<td>3</td>
<td>0.27</td>
<td>0.65</td>
</tr>
<tr>
<td>4</td>
<td>0.225</td>
<td>0.59</td>
</tr>
<tr>
<td>5</td>
<td>0.2</td>
<td>0.5</td>
</tr>
<tr>
<td>6</td>
<td>0.18</td>
<td>0.48</td>
</tr>
<tr>
<td>7</td>
<td>0.28</td>
<td>0.575</td>
</tr>
<tr>
<td>8</td>
<td>0.3</td>
<td>0.415</td>
</tr>
<tr>
<td>9</td>
<td>0.35</td>
<td>0.325</td>
</tr>
<tr>
<td>10</td>
<td>0.225</td>
<td>0.395</td>
</tr>
</tbody>
</table>

Table 3.3: Channel strength values (Ft7 and Fc5) of phonemic fluency for HC$_1$.

<table>
<thead>
<tr>
<th>No./Channel</th>
<th>Ft7</th>
<th>Fc5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.56</td>
<td>1.05</td>
</tr>
<tr>
<td>2</td>
<td>0.62</td>
<td>1.22</td>
</tr>
<tr>
<td>3</td>
<td>0.85</td>
<td>0.44</td>
</tr>
<tr>
<td>4</td>
<td>0.7</td>
<td>0.21</td>
</tr>
<tr>
<td>5</td>
<td>0.4</td>
<td>0.59</td>
</tr>
<tr>
<td>6</td>
<td>0.14</td>
<td>0.5</td>
</tr>
<tr>
<td>7</td>
<td>0.2</td>
<td>0.3</td>
</tr>
<tr>
<td>8</td>
<td>0.59</td>
<td>0.63</td>
</tr>
<tr>
<td>9</td>
<td>0.45</td>
<td>0.73</td>
</tr>
<tr>
<td>10</td>
<td>0.12</td>
<td>0.22</td>
</tr>
</tbody>
</table>

Table 3.4: Channel strength values (Ft7 and Fc5) of phonemic fluency for HC$_2$. 
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Figure 3.17: Sample Granger causality graphs for phonemic fluency shows a number of causalities in the Broca’s area channels for PD$_1$ in channel Ft7 causing other channels, PD$_2$ in channel Ft7, HC$_1$ in channel Fc5 and HC$_2$ in channel Fc5.

The statistical test for the models of Granger causality for phonemic fluency are given in the bootstrapping histograms for B=1000 times with replacing channel strength values of all the channels within the ten computations of a dataset, such as PD$_1$, PD$_2$, HC$_1$ and HC$_2$ as in Figure 3.20. The bootstrapping of the channel strengths shows the distribution of channel strength values for 1000 times. The distributions of the bootstrapping are assumed to be normally distributed for each dataset. The goal of the bootstrapping is to present the probability of each value of channel strength. The p-test threshold for the models of Granger causality is set as 51.
Figure 3.18: Sample Granger causality channel strength for phonemic fluency shows the causality strength of each channel in the Granger causality graph for each dataset.
Figure 3.19: Sample Granger causality head maps for phonemic fluency shows the area of activation in the head map for each dataset during phonemic fluency.
Figure 3.20: Histogram of bootstrapping for phonemic fluency of all the datasets. The distribution shows the probability of the channel strength values.
\( \alpha = 0.05 \), and the p-value should be less than or equal to the significance level \( \alpha \). The null hypothesis \( H_0 \) of the Granger causality statistical test is assumed as "no differences between channel strengths values under test and all the channel strength in each dataset". On other hand, the assumption of the alternative hypothesis \( H_1 \) is related to "differences between the channel strength values under test and all other values in the dataset". The statistical test is one sided of the bootstrapping for Granger causality analysis where the vertical coordinates are the probability values which are computed under the null hypothesis for the different outcomes of channel strengths in the horizontal coordinates as in Figures 3.20. The statistical significance p-value is the area which is less than or equal to the significance level \( \alpha \). The p-value of the channel Ft7 values for \( PD_1 \) and \( PD_2 \) is significant where the p-value \( \leq 0.05 \). For instance, Ft7 channel strength value of \( PD_1 \) of the first sample is 0.449 where this value in the bootstrapping histogram of \( PD_1 \) has its p-value is \( p \leq 0.05 \) which is considered as statistical significant and the null hypothesis is rejected. Furthermore, the p-value of the channel Fc5 values for \( HC_1 \) and \( HC_2 \) is significant where the its p-value is \( p \leq 0.05 \). For example, Fc5 channel strength value for \( HC_1 \) of the first sample is 0.52 where this value in the bootstrapping histogram of \( HC_1 \) has its p-value is \( p \leq 0.05 \) which is considered as statistical significant and the null hypothesis is rejected.

**Semantic Fluency**

The performance of semantic fluency is based on participants generating as many words as possible that are categorized with a given category (for instance, animals) in 60 s. The computation of Granger causality is based on the average of five trials and 600 ms before speaking onset when the total number of iterations is ten computations. A sample of Granger causality computation for each dataset \( PD_1, PD_2, HC_1 \) and \( HC_2 \) is presented Figure 3.21. The finding from the results is
<table>
<thead>
<tr>
<th>No./Channel</th>
<th>Ft7</th>
<th>F7</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.61</td>
<td>0.575</td>
</tr>
<tr>
<td>2</td>
<td>0.62</td>
<td>0.485</td>
</tr>
<tr>
<td>3</td>
<td>0.68</td>
<td>0.71</td>
</tr>
<tr>
<td>4</td>
<td>0.43</td>
<td>0.38</td>
</tr>
<tr>
<td>5</td>
<td>0.35</td>
<td>0.45</td>
</tr>
<tr>
<td>6</td>
<td>0.55</td>
<td>0.43</td>
</tr>
<tr>
<td>7</td>
<td>0.28</td>
<td>0.425</td>
</tr>
<tr>
<td>8</td>
<td>0.25</td>
<td>0.35</td>
</tr>
<tr>
<td>9</td>
<td>0.3</td>
<td>0.45</td>
</tr>
<tr>
<td>10</td>
<td>0.27</td>
<td>0.49</td>
</tr>
</tbody>
</table>

Table 3.5: Channel strength values (Ft7 and F7) of semantic fluency for PD1.

that the most causal channel causing other channels for PD1 and PD2 is channel Ft7 for most of the computations; however, the most causal channel for HC1 and HC2 is channel F7 for most of the computations, as observed in Figure 3.21. As well, the highest Granger causality channel strength for each computation of PD patients is Ft7 and for healthy controls F7, as shown in Figure 3.22. From the head maps, it is evident that Ft7 is the most activated channel for PD patients, and the F7 channel is activated for healthy controls, as in Figure 3.23.

The second sample of computation for Granger causality graphs, channel strengths, and head maps of PD1, PD2, HC1 and HC2 are illustrated in Figures 3.24, 3.25 and 3.26, respectively. The values of channel strength for the most causal channels are listed in order to use them as feature classes of graphs for PD1, PD2, HC1 and HC2 in the following Tables 3.5, 3.6, 3.7 and 3.8.
Figure 3.21: Sample Granger causality graphs for semantic fluency shows a number of causalities in the Broca’s area channels for $PD_1$ in channel Ft7 causing other channels, $PD_2$ in channel Ft7, $HC_1$ in channel F7 and $HC_2$ in channel F7.
Figure 3.22: Sample Granger causality channel strengths for semantic fluency shows the causality strength of each channel in the Granger causality graph for each dataset.

<table>
<thead>
<tr>
<th>No./Channel</th>
<th>Ft7</th>
<th>F7</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.35</td>
<td>0.26</td>
</tr>
<tr>
<td>2</td>
<td>0.348</td>
<td>0.155</td>
</tr>
<tr>
<td>3</td>
<td>0.13</td>
<td>0.76</td>
</tr>
<tr>
<td>4</td>
<td>0.225</td>
<td>0.29</td>
</tr>
<tr>
<td>5</td>
<td>0.15</td>
<td>0.25</td>
</tr>
<tr>
<td>6</td>
<td>0.9</td>
<td>1.1</td>
</tr>
<tr>
<td>7</td>
<td>0.11</td>
<td>0.1</td>
</tr>
<tr>
<td>8</td>
<td>0.2</td>
<td>0.095</td>
</tr>
<tr>
<td>9</td>
<td>0.11</td>
<td>0.1</td>
</tr>
<tr>
<td>10</td>
<td>0.35</td>
<td>0.16</td>
</tr>
</tbody>
</table>

Table 3.6: Channel strength values (Ft7 and F7) of semantic fluency for PD2.
Figure 3.23: Sample Granger causality head maps for semantic fluency shows the area of activation in the head map for each dataset during semantic fluency.
<table>
<thead>
<tr>
<th>No./Channel</th>
<th>Ft7</th>
<th>F7</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.14</td>
<td>0.36</td>
</tr>
<tr>
<td>2</td>
<td>0.12</td>
<td>0.6</td>
</tr>
<tr>
<td>3</td>
<td>0.46</td>
<td>0.36</td>
</tr>
<tr>
<td>4</td>
<td>0.2</td>
<td>0.4</td>
</tr>
<tr>
<td>5</td>
<td>0.205</td>
<td>0.22</td>
</tr>
<tr>
<td>6</td>
<td>0.25</td>
<td>0.425</td>
</tr>
<tr>
<td>7</td>
<td>0.245</td>
<td>0.252</td>
</tr>
<tr>
<td>8</td>
<td>0.24</td>
<td>0.3</td>
</tr>
<tr>
<td>9</td>
<td>0.17</td>
<td>0.225</td>
</tr>
<tr>
<td>10</td>
<td>0.29</td>
<td>0.395</td>
</tr>
</tbody>
</table>

Table 3.7: Channel strength values (Ft7 and F7) of semantic fluency for $HC_1$.

<table>
<thead>
<tr>
<th>No./Channel</th>
<th>Ft7</th>
<th>F7</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.3</td>
<td>0.6</td>
</tr>
<tr>
<td>2</td>
<td>0.1</td>
<td>1.3</td>
</tr>
<tr>
<td>3</td>
<td>0.88</td>
<td>0.98</td>
</tr>
<tr>
<td>4</td>
<td>1.2</td>
<td>0.48</td>
</tr>
<tr>
<td>5</td>
<td>1.78</td>
<td>0.9</td>
</tr>
<tr>
<td>6</td>
<td>1.45</td>
<td>1.35</td>
</tr>
<tr>
<td>7</td>
<td>0.81</td>
<td>1.59</td>
</tr>
<tr>
<td>8</td>
<td>0.61</td>
<td>0.9</td>
</tr>
<tr>
<td>9</td>
<td>0.46</td>
<td>0.95</td>
</tr>
<tr>
<td>10</td>
<td>0.12</td>
<td>0.35</td>
</tr>
</tbody>
</table>

Table 3.8: Channel strength values (Ft7 and F7) of semantic fluency for $HC_2$. 
Figure 3.24: Sample Granger causality graphs for semantic fluency shows a number of causalities in the Broca’s area channels for PD1 in channels Ft7 and F7 causing other channels, PD2 in channel Ft7, HC1 in channel F7 and HC2 in channel F7.
Figure 3.25: Sample Granger causality channel strength for semantic fluency shows the causality strength of each channel in the Granger causality graph for each dataset.
Figure 3.26: Sample Granger causality head maps for semantic fluency shows the area of activation in the head map for each dataset during semantic fluency.
Figure 3.27: Histogram of bootstrapping for semantic fluency of all the datasets. The distribution shows the probability of the channel strength values.

The statistical test for the models of Granger causality for semantic fluency are given in the bootstrapping histograms for B=1000 times with replacing channel strength values of all the channels within the ten computations of a dataset, such as PD$_1$, PD$_2$, HC$_1$ and HC$_2$ as in Figure 3.27. The bootstrapping of the channel strengths shows the distribution of channel strength values for 1000 times. The distributions of the bootstrapping are assumed to be normally distributed for each dataset. The goal of the bootstrapping is to present the probability of each value of channel strength. The p-test threshold for the models of Granger causality for semantic fluency is set as $\alpha = 0.05$, and the p-value should be less than or equal to 0.05.
the significance level $\alpha$. The null hypothesis $H_0$ of the Granger causality statistical test is assumed as "no differences between channel strengths values under test and all the channel strength in each dataset”. On other hand, the assumption of the alternative hypothesis $H_1$ is related to "differences between the channel strength values under test and all other values in the dataset”. The statistical test is one sided of the bootstrapping for Granger causality analysis where the vertical coordinates are the probability values which are computed under the null hypothesis for the different outcomes of channel strengths in the horizontal coordinates as in Figures 3.27. The statistical significance p-value is the area which is less than or equal to the significance level $\alpha$. The p-value of the channel Ft7 values for $PD_1$ and $PD_2$ is significant with the p-value $\leq 0.05$. For example, Ft7 channel strength value for $PD_1$ of the second sample is 0.62 where this value in the bootstrapping histogram of $HC_1$ has its p-value $\leq 0.05$ which is considered as statistical significant and the null hypothesis is rejected. Furthermore, the p-value of the channel F7 values for $HC_1$ and $HC_2$ is significant with the p-value $\leq 0.05$. For example, F7 channel strength value for $HC_1$ of the second sample is 0.6 where this value in the bootstrapping histogram of $HC_1$ has its p-value $\leq 0.05$ which is considered as statistical significant and the null hypothesis is rejected.

**Category Semantic Fluency**

The second type of semantic fluency is category semantic fluency where the performance of category semantic fluency is based on participants abilities to generate words that are categorized into different given areas and then switched between them (example: animals to jungle animals); subjects state as many words as they can in 60 s. The computation of Granger causality is based on the average of five trials and 600 ms before speaking onset when the total number of iterations is ten computations. A sample of Granger causality computation for each dataset $PD_1$,
Table 3.9: Channel strength values (Ft7 and F7) of category semantic fluency for PD1.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
No./Channel & Ft7 & F7 \\
\hline
1 & 0.55 & 0.36 \\
2 & 0.435 & 0.25 \\
3 & 1.1 & 0.68 \\
4 & 0.68 & 0.33 \\
5 & 0.45 & 0.43 \\
6 & 0.43 & 0.45 \\
7 & 0.26 & 0.51 \\
8 & 1.05 & 0.6 \\
9 & 0.93 & 0.45 \\
10 & 0.8 & 0.54 \\
\hline
\end{tabular}
\end{table}

\textit{PD}_2, HC_1 and HC_2 is presented in Figure 3.28, establishing that the most causal channel with other channels for PD\textsubscript{1} and PD\textsubscript{2} is channel Ft7 for most of the iterations; however, the most causal channel for HC\textsubscript{1} and HC\textsubscript{2} is channel F7 for most of the iterations, as in sample Figure 3.28. Additionally, the highest Granger causality channel strength for each iteration of PD patients are Ft7 and for healthy controls F7, as demonstrated in Figure 3.29. It is clear from the head maps that Ft7 is the channel that is more often activated for PD patients, and the F7 channel is more often activated for healthy controls, as in Figure 3.30.

The second sample of computation for Granger causality graphs, channel strengths, and head maps of PD\textsubscript{1}, PD\textsubscript{2}, HC\textsubscript{1} and HC\textsubscript{2} are illustrated in Figures 3.31, 3.32 and 3.33, respectively. The values of channel strength for the most causal channels are listed in order to use them as feature classes of graphs for PD\textsubscript{1}, PD\textsubscript{2}, HC\textsubscript{1} and HC\textsubscript{2} as in the following Tables 3.9, 3.10, 3.11 and 3.12.

The statistical test for the models of Granger causality for category semantic fluency are given in the bootstrapping histograms for B=1000 times with replacing
Figure 3.28: Sample Granger causality graphs for category semantic fluency shows a number of causalities in the Broca’s area channels for PD1 in channel Ft7 causing other channels, PD2 in channel Ft7 and Af7, HC1 in channel F7 and HC2 in channel Ft7 and F7.
Figure 3.29: Sample Granger causality channel strengths for category semantic fluency shows the causality strength of each channel in the Granger causality graph for each dataset.

<table>
<thead>
<tr>
<th>No./Channel</th>
<th>Ft7</th>
<th>F7</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.26</td>
<td>0.2</td>
</tr>
<tr>
<td>2</td>
<td>0.59</td>
<td>0.28</td>
</tr>
<tr>
<td>3</td>
<td>0.44</td>
<td>0.19</td>
</tr>
<tr>
<td>4</td>
<td>0.1</td>
<td>0.22</td>
</tr>
<tr>
<td>5</td>
<td>0.2</td>
<td>0.275</td>
</tr>
<tr>
<td>6</td>
<td>0.3</td>
<td>0.13</td>
</tr>
<tr>
<td>7</td>
<td>0.205</td>
<td>0.395</td>
</tr>
<tr>
<td>8</td>
<td>0.108</td>
<td>0.44</td>
</tr>
<tr>
<td>9</td>
<td>0.16</td>
<td>0.54</td>
</tr>
<tr>
<td>10</td>
<td>0.26</td>
<td>0.65</td>
</tr>
</tbody>
</table>

Table 3.10: Channel strength values (Ft7 and F7) of category semantic fluency for PD2.
Figure 3.30: Sample Granger causality head maps for category semantic fluency shows the area of activation in the head map for each dataset during category semantic fluency.
<table>
<thead>
<tr>
<th>No./Channel</th>
<th>Ft7</th>
<th>F7</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.2</td>
<td>0.58</td>
</tr>
<tr>
<td>2</td>
<td>0.22</td>
<td>0.57</td>
</tr>
<tr>
<td>3</td>
<td>0.1</td>
<td>0.75</td>
</tr>
<tr>
<td>4</td>
<td>0.18</td>
<td>0.53</td>
</tr>
<tr>
<td>5</td>
<td>0.1</td>
<td>0.6</td>
</tr>
<tr>
<td>6</td>
<td>0.19</td>
<td>0.495</td>
</tr>
<tr>
<td>7</td>
<td>0.2</td>
<td>0.42</td>
</tr>
<tr>
<td>8</td>
<td>0.14</td>
<td>0.34</td>
</tr>
<tr>
<td>9</td>
<td>0.175</td>
<td>0.4</td>
</tr>
<tr>
<td>10</td>
<td>0.1</td>
<td>0.53</td>
</tr>
</tbody>
</table>

Table 3.11: Channel strength values (Ft7 and F7) of category semantic fluency for $HC_1$.

<table>
<thead>
<tr>
<th>No./Channel</th>
<th>Ft7</th>
<th>F7</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.05</td>
<td>0.6</td>
</tr>
<tr>
<td>2</td>
<td>0.34</td>
<td>0.54</td>
</tr>
<tr>
<td>3</td>
<td>0.2</td>
<td>0.35</td>
</tr>
<tr>
<td>4</td>
<td>0.9</td>
<td>0.7</td>
</tr>
<tr>
<td>5</td>
<td>0.5</td>
<td>0.4</td>
</tr>
<tr>
<td>6</td>
<td>0.9</td>
<td>0.41</td>
</tr>
<tr>
<td>7</td>
<td>0.26</td>
<td>0.73</td>
</tr>
<tr>
<td>8</td>
<td>0.63</td>
<td>0.3</td>
</tr>
<tr>
<td>9</td>
<td>0.2</td>
<td>0.5</td>
</tr>
<tr>
<td>10</td>
<td>0.7</td>
<td>0.8</td>
</tr>
</tbody>
</table>

Table 3.12: Channel strength values (Ft7 and F7) of category semantic fluency for $HC_2$. 
Figure 3.31: Sample Granger causality graphs for category semantic fluency shows a number of causalities in the Broca’s area channels for PD\textsubscript{1} in channel Ft7 causing other channels, PD\textsubscript{2} in channel Ft7, HC\textsubscript{1} in channel F7 and HC\textsubscript{2} in channel F7.
Figure 3.32: Sample Granger causality channel strength for category semantic fluency shows the causality strength of each channel in the Granger causality graph for each dataset.
Figure 3.33: Sample Granger causality head maps for category semantic fluency shows the area of activation in the head map for each dataset during category semantic fluency.

channel strength values of all the channels within the ten computations of a dataset such as, $PD_1$, $PD_2$, $HC_1$ and $HC_2$ as in Figure 3.34. The bootstrapping of the channel strengths shows the distribution of channel strength values for 1000 times. The distributions of the bootstrapping are assumed to be normally distributed for each dataset. The goal of the bootstrapping is to present the probability of each value of channel strength. The p-test threshold for the models of Granger causality is set as $\alpha = 0.05$, and the p-value should be less than or equal to the significance level $\alpha$. The null hypothesis $H_0$ of the Granger causality statistical test is assumed as "no differences between channel strengths values under test all the channel strength
Figure 3.34: Histogram of bootstrapping for category semantic fluency of all the datasets. The distribution shows the probability of the channel strength values.
in each dataset”. On other hand, the assumption of the alternative hypothesis \( H_1 \) is related to “differences between the channel strength values under test and of all other values in the dataset”. The statistical test is one sided of the bootstrapping for Granger causality analysis where the vertical coordinates are the probability values which are computed under the null hypothesis for the different outcomes of channel strengths in the horizontal coordinates as in Figures 3.34. The statistical significance p-value is the area which is less than or equal to the significance level \( \alpha \). The p-value of the channel Ft7 values for \( PD_1 \) and \( PD_2 \) is significant with the p-value is \( p \leq 0.05 \). For instant, Ft7 channel strength value for \( PD_1 \) of the first sample is 0.55 where this value in the bootstrapping histogram of \( PD_1 \) has its p-value \( \leq 0.05 \) which is considered as statistical significant and the null hypothesis is rejected. Furthermore, the p-value of the channel F7 values for \( HC_1 \) and \( HC_2 \) is significant with the p-value is \( p \leq 0.05 \). For example, F7 channel strength value for \( HC_1 \) of the first sample is 0.58 where this value in the bootstrapping histogram of \( HC_1 \) has its p-value \( \leq 0.05 \) which is considered as statistical significant and the null hypothesis is rejected.

**Reading Fluency**

The last type of verbal fluency tests is reading fluency where its performance is based on subjects reading as much of a given text as possible in 60s. The computation of Granger causality is based on the average of five trials and 600 ms before speaking onset when the total number of iterations is ten computations. A sample of Granger causality computation for each dataset \( PD_1 \), \( PD_2 \), \( HC_1 \) and \( HC_2 \) is presented in Figure 3.35. The most causal channel causing other channels for \( PD_1 \) and \( PD_2 \) is channel Ft7 for most of the computations; however, the most causal channel for \( HC_1 \) and \( HC_2 \) is channel F7 for most of the iterations, as in Figure 3.35. Also, the highest Granger causality channel strength for each iteration of PD patients is
<table>
<thead>
<tr>
<th>No./Channel</th>
<th>Ft7</th>
<th>F7</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.14</td>
<td>0.39</td>
</tr>
<tr>
<td>2</td>
<td>0.2</td>
<td>0.6</td>
</tr>
<tr>
<td>3</td>
<td>0.2</td>
<td>0.63</td>
</tr>
<tr>
<td>4</td>
<td>0.18</td>
<td>0.22</td>
</tr>
<tr>
<td>5</td>
<td>0.2</td>
<td>0.18</td>
</tr>
<tr>
<td>6</td>
<td>0.13</td>
<td>0.2</td>
</tr>
<tr>
<td>7</td>
<td>0.26</td>
<td>0.325</td>
</tr>
<tr>
<td>8</td>
<td>0.16</td>
<td>0.26</td>
</tr>
<tr>
<td>9</td>
<td>0.125</td>
<td>0.34</td>
</tr>
<tr>
<td>10</td>
<td>0.11</td>
<td>0.22</td>
</tr>
</tbody>
</table>

Table 3.13: Channel strength values (Ft7 and F7) of reading fluency for PD1.

Ft7 and for healthy controls, F7, as shown in Figure 3.36. It is also evident from the head maps that Ft7 is a more frequently activated channel for PD patients, and F7 channel is more often activated for healthy controls, as evident in Figure 3.37.

The second sample of computation for Granger causality graphs, channel strengths, and head maps of PD1, PD2, HC1 and HC2 are illustrated in Figures 3.38, 3.39, and 3.40 respectively. In regards to the rest of the results, the values of channel strength for the most causal channels are presented in order to use them as feature classes of graphs for PD1, PD2, HC1 and HC2 in the following Tables 3.13, 3.14, 3.15 and 3.16.

The statistical test for the models of Granger causality for reading fluency are given in the bootstrapping histograms for B=1000 times with replacing channel strength values of all the channels within the ten computations of a dataset such as PD1, PD2, HC1 and HC2 as in Figure 3.41. The bootstrapping of the channel strengths shows the distribution of channel strength values for 1000 times. The distributions of the bootstrapping are assumed to be normally distributed for each dataset. The goal of the bootstrapping is to present the probability of each value of
Figure 3.35: Sample Granger causality graphs for reading fluency shows a number of causalities in the Broca’s area channels for $PD_1$ in channel F7 causing other channels, $PD_2$ in channel F7 and F7, $HC_1$ in channel F7 and $HC_2$ in channel F7 and F7.
Figure 3.36: Sample Granger causality channel strengths for reading fluency shows the causality strength of each channel in the Granger causality graph for each dataset.

<table>
<thead>
<tr>
<th>No./Channel</th>
<th>Ft7</th>
<th>F7</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.285</td>
<td>0.449</td>
</tr>
<tr>
<td>2</td>
<td>0.09</td>
<td>0.47</td>
</tr>
<tr>
<td>3</td>
<td>0.195</td>
<td>0.448</td>
</tr>
<tr>
<td>4</td>
<td>0.12</td>
<td>0.37</td>
</tr>
<tr>
<td>5</td>
<td>0.225</td>
<td>0.39</td>
</tr>
<tr>
<td>6</td>
<td>0.22</td>
<td>0.3</td>
</tr>
<tr>
<td>7</td>
<td>0.137</td>
<td>0.29</td>
</tr>
<tr>
<td>8</td>
<td>0.27</td>
<td>0.2</td>
</tr>
<tr>
<td>9</td>
<td>0.34</td>
<td>0.195</td>
</tr>
<tr>
<td>10</td>
<td>0.272</td>
<td>0.454</td>
</tr>
</tbody>
</table>

Table 3.14: Channel strength values (Ft7 and F7) of reading fluency for PD2.
Figure 3.37: Sample Granger causality head maps for reading fluency shows the area of activation in the head map for each dataset during reading fluency.
<table>
<thead>
<tr>
<th>No./Channel</th>
<th>Ft7</th>
<th>F7</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.24</td>
<td>0.52</td>
</tr>
<tr>
<td>2</td>
<td>0.125</td>
<td>0.495</td>
</tr>
<tr>
<td>3</td>
<td>0.145</td>
<td>0.41</td>
</tr>
<tr>
<td>4</td>
<td>0.2</td>
<td>0.45</td>
</tr>
<tr>
<td>5</td>
<td>0.25</td>
<td>0.7</td>
</tr>
<tr>
<td>6</td>
<td>0.4</td>
<td>0.83</td>
</tr>
<tr>
<td>7</td>
<td>0.56</td>
<td>0.48</td>
</tr>
<tr>
<td>8</td>
<td>0.22</td>
<td>0.33</td>
</tr>
<tr>
<td>9</td>
<td>0.35</td>
<td>0.55</td>
</tr>
<tr>
<td>10</td>
<td>0.23</td>
<td>0.46</td>
</tr>
</tbody>
</table>

Table 3.15: Channel strength values (Ft7 and F7) of reading fluency for HC1.

<table>
<thead>
<tr>
<th>No./Channel</th>
<th>Ft7</th>
<th>F7</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.5</td>
<td>0.95</td>
</tr>
<tr>
<td>2</td>
<td>0.55</td>
<td>0.76</td>
</tr>
<tr>
<td>3</td>
<td>0.8</td>
<td>0.62</td>
</tr>
<tr>
<td>4</td>
<td>0.71</td>
<td>0.68</td>
</tr>
<tr>
<td>5</td>
<td>1.1</td>
<td>0.82</td>
</tr>
<tr>
<td>6</td>
<td>0.72</td>
<td>0.4</td>
</tr>
<tr>
<td>7</td>
<td>0.69</td>
<td>0.595</td>
</tr>
<tr>
<td>8</td>
<td>0.19</td>
<td>0.49</td>
</tr>
<tr>
<td>9</td>
<td>0.4</td>
<td>1.2</td>
</tr>
<tr>
<td>10</td>
<td>0.39</td>
<td>1.55</td>
</tr>
</tbody>
</table>

Table 3.16: Channel strength values (Ft7 and F7) of reading fluency for HC2.
Figure 3.38: Sample Granger causality graphs for reading fluency show a number of causalities in the Broca’s area channels for PD\(_1\) in channel F\(_{7}\) causing other channels, PD\(_2\) in channel F\(_{7}\) and F\(_7\), HC\(_1\) in channel F\(_7\) and HC\(_2\) in channel F\(_7\).
Figure 3.39: Sample Granger causality channel strength for reading fluency shows the causality strength of each channel in the Granger causality graph for each dataset.
Figure 3.40: Sample Granger causality head maps for reading fluency show the area of activation in the head map for each dataset during reading fluency.
Figure 3.41: Histogram of bootstrapping for reading fluency of all the datasets. The distribution shows the probability of the channel strength values.
channel strength. The p-test threshold for the models of Granger causality is set as $\alpha = 0.05$, and the p-value should be less than or equal to the significance level $\alpha$. The null hypothesis $H_0$ of the Granger causality statistical test is assumed as "no differences between channel strengths values under test and all the channel strength in each dataset". On other hand, the assumption of the alternative hypothesis $H_1$ is related to "differences between the channel strength values under test and all other values in the dataset". The statistical test is one sided of the bootstrapping for Granger causality analysis where the vertical coordinates are the probability values which are computed under the null hypothesis for the different outcomes of channel strengths in the horizontal coordinates as in Figures 3.41. The statistical significance p-value is the area which is less than or equal to the significance level $\alpha$. The p-value of the channel F7 values for $PD_1$ and $PD_2$ is significant with the probability being $p \leq 0.05$. For example, F7 channel strength value for $PD_1$ of the first sample is 0.39 where this value in the bootstrapping histogram of $PD_1$ has its p-value $\leq 0.05$ which is considered as statistical significant and the null hypothesis is rejected. Furthermore, the probability of the channel F7 values for $HC_1$ and $HC_2$ is significant with the probability being $p \leq 0.05$. For example, F7 channel strength value for $HC_1$ of the first sample is 0.52 where this value in the bootstrapping histogram of $HC_1$ has its p-value $\leq 0.05$ which is considered as statistical significant and the null hypothesis is rejected.
Chapter 4

Graph Learning

4.1 Support Vector Machine

Linear support vector machine is considered one of the easiest machine learning techniques for classification, as it maps the feature classifications of linear data space into linear classification with linear hyperplane. It can be achieved by finding the best possible hyperplane that separates the feature classes of the linear data. The hyperplane of linear separation of SVM is placed at the maximum separation region (margin) when the theory is to minimize the normal vector of the hyperplane. The technique of SVM soft margin is applied when a perfect hyperplane does not exist. This method selects the best hyperplane that can separate the data points as clean as possible by maximizing the distance from the margin to the data points in each class. It is also based on the trade-off between the maximum margin and small error penalty of the slack variables. The optimization problem of SVM soft margin is subject to the slackness degree, which indicates whether the points fall into the correct region or are misclassified. The data points in this thesis are the two maximum values of Granger causality channel strengths for each verbal fluency task (phonemic fluency, semantic fluency, category semantic fluency, and reading fluency). These data points fall into two regions of PD=-1 and Control= 1 where
PD is for (PD₁ and PD₂) and Control is for (HC₁ and HC₂). The total number of data points vector for each PD or Control class is twenty because the total number of computation iterations for Granger causality is ten times for each verbal fluency task of each dataset. The dataset of the data points is divided into two subsets for training and testing data points. The ratio of dividing the training points and testing points is considered to be 90% of the total data points for training and 10% of the total data points for testing. The training points are achieved by eighteen points for PD and eighteen points for HC where the testing points are two points for each class. Therefore, the total number of data points for training are thirty six points and for testing are four points. The testing points are selected as one data point from each dataset of PD₁, PD₂, HC₁ and HC₂ in order to examine the classification procedure for the two classes.

**Phonemic Fluency**

The set of data points for the phonemic fluency is collected from the results of the computation of Granger causality channel strength, as in Figure 3.15. We noticed from the ten iterations of Granger causality channel strength that PD₁ and PD₂ have the channel Ft7 as the highest or considerably highest causal value for most of the iterations. Also, we noticed HC₁ and HC₂ have the channel Fc5 as the highest or considerably highest causal for other channels for most of the ten iterations. The total number of points in the SVM dataset for phonemic fluency is forty belong to the channel strength of Ft7 and Fc5 for the two classes denoted as PD and HC. The dataset is subdivided into training and testing datasets where the ratio is 90% and 10% respectively. We used one data point for classification testing for each dataset PD₁, PD₂, HC₁ and HC₂ with total of four testing data points and thirty six training data points. The SVM soft margin is given in Figure 4.1.
Figure 4.1: SVM soft margin of PD Vs Control of phonemic fluency shows the classification of training and testing points where the ratio is 90:10 respectively.

<table>
<thead>
<tr>
<th></th>
<th>HC (Fc5)</th>
<th>PD (Ft7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HC (Fc5)</td>
<td>16</td>
<td>4</td>
</tr>
<tr>
<td>PD (Ft7)</td>
<td>3</td>
<td>17</td>
</tr>
</tbody>
</table>

Table 4.1: Confusion matrix of SVM soft margin of phonemic fluency summarizes the classification of phonemic fluency.

The confusion matrix of the phonemic fluency shows the information of the data points which is subdivided to the training points and the testing points. These data points which are correctly classified and misclassified fall into each class, as in Table
4.1. The true negative rate is for PD patients that have the most causal channel during phonemic verbal in channel Ft7 is 85%. Furthermore, the true positive rate for healthy control subjects is 80% for channel Fc5, which is most causal when they perform phonemic fluency. The accuracy rate of the confusion matrix which indicates the correctly classified data points for the two classes of PD and HC is 82%.

**Semantic Fluency**

The set of data points for semantic fluency is collected from the results of the computation of Granger causality channel strength, as in Figure 3.22. We noticed from the ten iterations of Granger causality channel strength that $PD_1$ and $PD_2$ have the channel Ft7 as the highest or considerably highest causal value for most of the iterations. Also, we noticed $HC_1$ and $HC_2$ have the channel F7 as the highest or considerably highest causal for other channels for most of the ten iterations. The total number of points in the SVM dataset of semantic fluency is forty belong to the channel strength of Ft7 and F7 for the two classes PD and HC. The dataset is subdivided into training and testing datasets where the ratio is 90% and 10% respectively. We used one data point for classification testing for each dataset $PD_1$, $PD_2$, $HC_1$ and $HC_2$ with total of four data points and thirty six training data points. The SVM soft margin is given in Figure 4.2.
Table 4.2: Confusion matrix of SVM soft margin of semantic fluency summarizes the classification of semantic fluency.

<table>
<thead>
<tr>
<th></th>
<th>HC (F7)</th>
<th>PD (Ft7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HC (F7)</td>
<td>14</td>
<td>6</td>
</tr>
<tr>
<td>PD (Ft7)</td>
<td>4</td>
<td>16</td>
</tr>
</tbody>
</table>

The confusion matrix for semantic fluency demonstrates the information of the data points which is subdivided to the training points and the testing points. These data points which are correctly classified and misclassified that fall into each class, as in Table 4.2. The true negative rate is for PD patients that have the most causal channel during semantic verbal in channel Ft7 is 80%. Furthermore, the true
positive rate for healthy control subjects is 70% for channel F7, which is most causal when they perform phonemic fluency. The accuracy rate of the confusion matrix for the semantic which indicates the correctly classified data points for the two classes of PD and HC is 75%.

**Category Semantic Fluency**

The set of data points for the category semantic fluency are collected from the results of the computation of Granger causality channel strength, as in Figure 3.29. We noticed from the ten iterations of Granger causality channel strength that $PD_1$ and $PD_2$ have the channel Ft7 as the highest or considerably highest causal value for most of the iterations. Also, we noticed $HC_1$ and $HC_2$ have the channel F7 as the highest or considerably highest causal for other channels for most of the ten iterations. The total number of points in the SVM dataset of category semantic fluency is forty belong to the channel strength of Ft7 and F7 for the two classes PD and HC. The dataset is subdivided into training and testing datasets where the ratio is 90% and 10% respectively. We used one data point for classification testing for each dataset $PD_1$, $PD_2$, $HC_1$ and $HC_2$ with total of four testing data points and thirty six training data points. The SVM soft margin is given in Figure 4.3.
Figure 4.3: SVM soft margin of PD Vs Control of category semantic fluency shows the classification of training and testing points where the ratio is 90:10 respectively.

<table>
<thead>
<tr>
<th></th>
<th>HC (F7)</th>
<th>PD (Ft7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HC (F7)</td>
<td>14</td>
<td>6</td>
</tr>
<tr>
<td>PD (Ft7)</td>
<td>5</td>
<td>15</td>
</tr>
</tbody>
</table>

Table 4.3: Confusion matrix of SVM soft margin of category semantic fluency PD Vs Control summarizes the classification of category semantic fluency.

The confusion matrix of the category semantic fluency illustrates the information of the data points which is subdivided to the training points and the testing points. These data points which are correctly classified and misclassified fall into each class, as in Table 4.3. The true negative rate for PD patients that have the most causal channel during semantic verbal in channel Ft7 is 75%. Furthermore, the true positive rate for healthy control subjects is 70% for channel F7, which is most causal when
they perform phonemic fluency. The accuracy rate of the confusion matrix for the
semantic which indicates the correctly classified data points for the two classes of
PD and HC is 72.5%.

**Reading Fluency**

The set of data points of the reading fluency test are collected from the results
of the computation of Granger causality channel strength, as in Figure 3.36. We
noticed from the ten iterations of Granger causality channel strength that $PD_1$ and
$PD_2$ have the channel $Ft7$ as the highest or considerably highest causal value for
most of the iterations. Also, we noticed $HC_1$ and $HC_2$ have the channel $F7$ as
the highest or considerably highest causal for other channels for most of the ten
iterations. The total number of points in the SVM dataset of reading fluency is
forty belong to the channel strength of $Ft7$ and $F7$ for the two classes PD and HC.
The dataset is subdivided into training and testing datasets where the ratio is 90%
and 10% respectively. We used one data point for classification testing for each
dataset $PD_1$, $PD_2$, $HC_1$ and $HC_2$ with total of four testing data points and thirty
six training data points. The SVM soft margin is given in Figure 4.4.
Table 4.4: Confusion matrix of SVM soft margin of reading fluency PD Vs Control summarizes the classification of reading fluency.

<table>
<thead>
<tr>
<th></th>
<th>HC (F7)</th>
<th>PD (Ft7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HC (F7)</td>
<td>14</td>
<td>6</td>
</tr>
<tr>
<td>PD (Ft7)</td>
<td>3</td>
<td>17</td>
</tr>
</tbody>
</table>

Figure 4.4: SVM soft margin of PD Vs Control of reading fluency shows the classification of training and testing points where the ratio is 90:10 respectively.

The confusion matrix of the reading fluency illustrates the information of the data points which is subdivided to the training points and the testing points. These data points which are correctly classified and misclassified fall into each class, as in Table 4.4. The true negative rate for PD patients that have the most causal channel during semantic verbal in channel Ft7 is 85%. Furthermore, the true positive
rate for healthy control subjects is 70% for channel F7, which is most causal when they perform phonemic fluency. The accuracy rate of the confusion matrix for the semantic which indicates the correctly classified data points for the two classes of PD and HC is 77.5%.
Chapter 5

Discussion and Future Work

5.1 Conclusion

Electroencephalographic (EEG) signals consist of valuable information about brain activity for investigating interaction and causality of different brain areas during the performance of behavior tasks. Signal processing tools play an important role in analyzing EEG signals that are recorded with a number of electrodes on the brain scalps of subjects at the Colorado Neurology Institute (CNI). The method of the study includes processing tools, which classify the brain activity frequency bands during performance of behavior tasks. Multivariate Granger causality method is used to identify the causality components of an EEG signal in regions of interest for participants of Parkinson’s Disease (PD) and healthy controls. The channel strength of the Granger causality graph determines the most causal channel in relation to others during different behavior task performance. When channel strength is significant for a number of computations, the support vector machine (SVM) helps to classify the statistical chances of appearance for PD patients and healthy controls.
5.1.1 Current Work

The study applies the method of Granger causality to two main behavior tasks, which are finger movement behavior and verbal fluency for PD patients and healthy controls. PD patients have difficulties when they start movements and switch between movements; they may have difficulties with mental activity when they switch from one thought to another.

Finger Movement Behavior

The main purpose of this research is to identify pathological connectivity in motor cortical areas in Parkinson’s Disease patients. The task for this study investigates brain connectivity in relation to tapping (with the left or right hand) when subjects hear an audio cue. The study reveals increased connectivity in the left and right motor planning areas (F3 and F4) when the recognition of the left and right motor planning areas had a rate 83.3% for F3 and 91.7% for F4. As well, there is increased connectivity in the left and right sensorimotor integration areas (C3 and C4) when the recognition rate is 91.7% for C3 and 91.7% for C4. These promising results of research have already been accepted to Asilomar conference 2015 [56].

Verbal Fluency

The main purpose of this thesis is to identify pathological connectivity in Broca’s area within Brodmann’s area for verbal fluency in Parkinson’s Disease subjects. This study investigates brain connectivity for verbal fluency tasks, such as phonemic fluency, semantic fluency, category semantic fluency, and reading fluency for subjects when they generate as many words as they can think of in 60 seconds. The study concludes that there is connectivity in Broca’s area of Brodmann’s area of BA44 and B45 EEG electrodes (F7 and Fc5) for phonemic fluency. And the recognition rate of PD vs. HC in phonemic fluency is 85% for PD participants and 80% for healthy
controls. Also, there is increased connectivity in Broca’s area of Brodmann’s area of BA44 and B45 (Ft7 and F7) for semantic fluency when the recognition rate is 80% for PD participants and 70% for healthy controls. As well, there is also increased connectivity in Broca’s area of Brodmann’s area of BA44 and B45 (Ft7 and F7) for category semantic fluency when the recognition rate is 75% for PD participants and 70% for healthy controls. Finally, there is connectivity in Broca’s area of Brodmann’s area of BA44 and B45 (Ft7 and F7) for reading fluency when the recognition rate is 85% for PD participants and 70% for healthy controls.

5.1.2 Future Work

From the two behavior studies on motor movement and verbal fluency, the promising results show great potential for extended applications in the medical field; these applications can be used to identify the cortical information flow patterns for different behavior tasks or to identify information patterns of patients who are on or off medication, or have deep brain stimulation, etc.

The further work includes the investigation of brain connectivity for multi-behavior performances, such as verbal fluency and tapping together, Furthermore, applying the developed approach for more participants in order to further validate the conclusions we drew in the thesis.
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